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FIG. 5
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COMPUTER SYSTEM, COMMUNICATIONS
CONTROL DEVICE, AND CONTROL
METHOD FOR COMPUTER SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATION

This application is a continuation application of Interna-
tional Application PCT/JP2011/080400, filed on Dec. 28,
2011 and designated the U.S., the entire contents of which are
incorporated herein by reference.

FIELD

The embodiments discussed herein are directed to a com-
puter system, a communication control device, and a control
method for a computer system.

BACKGROUND

Conventionally, parallel computers each including a plu-
rality of nodes performing arithmetic processing are known.
The nodes included in a parallel computer are interconnected
through a network including a plurality of communication
devices, routing devices (for example, switches), and the like
and perform data communication with one another.

FIG. 34 is a diagram that illustrates an example of the
configuration of a parallel computer 500.

The parallel computer 500 illustrated in FIG. 34 includes
nodes N0 to N4 that perform computations and switches 510
to 514 that transmit received data to nodes of specific trans-
mission destinations. The switches 510 to 514 configure a
one-dimensional mesh-type network in which the switches
are arranged on a straight line as a network topology.

When a switch receives a packet from an input port to
which a node or another switch is connected, the above-
described switch determines an output port to which a packet
is output based on destination information included in the
received packet. Then, the switch outputs the packet to the
determined output port.

In addition, the switch includes a buffer 520 that tempo-
rarily stores received data or data to be output. In a case where
an output contention occurs, the switch selects one packet,
transmits the selected packet, and stores the other contending
packets in the bufter 520.

In a case where a plurality of packets to be output to the
same output port are received, the switch performs adjust-
ment such that the numbers of packets to be output to the
output port from input ports are uniform. Then, the switch
transmits the packets from the output port in accordance with
a result of the adjustment.

When packets exceeding the amount to be flown per unit
time by the link are transmitted in the network, congestion
occurs.

In the above-described parallel computer 500, when com-
munication is concentrated on some switches, the communi-
cation bandwidth of a node decreases more as the number of
hops of the node up to a switch on which communication is
concentrated increases. In this case, the arrival of data at a
destination node from a node having a large number of hops
is delayed more than the arrival of data from a node having a
small number of hops.

FIG. 35 is an exemplary diagram in which data is transmit-
ted from the nodes N0 and N3 to the node N4.

Generally, a switch is adjusted such that packets from each
input port are uniformly output. In other words, a switch
adjusts packets to be input such that the numbers of packets
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output to output ports out of packets input to each input port
are uniform, in other words, are respectively a half thereof.
Accordingly, the number of packets that are transmitted from
the node N3 to the switch 513 and are transmitted from the
switch 513 to the switch 514 is a half of the number of all the
packets transmitted from the switch 513 to the switch 514.

In the example illustrated in FIG. 35, in a route from the
switch 513 to the node N4, packets transmitted from the node
NO and packets transmitted from the node N3 overlap each
other, and communication bands for using the nodes N0 and
N3 respectively become a half. However, since the nodes N0
and N3 continuously output packets in a maximum band, the
buffer 520 is in a full (buffer-full) state. Hereinafter, the
buffer-full state may be represented as the buffer 520 being
full.

In a case where the being full of the buffer 520 occurs, for
example, according to a communication control technique in
which a packet is transmitted after a notification of vacancy of
the buffer 520 of the transmission destination is received,
there is a delay due to the notification. On the other hand,
according to a communication control technique in which a
packet is transmitted without checking the vacancy of the
buffer 520 of the transmission destination, since a packet is
discarded in a case where the buffer 520 of the transmission
destination is in the full state, there is a need for retransmitting
the packet. In other words, the communication performance
is degraded in accordance with the delay caused by such a
notification or packet retransmission.

In addition, the communication of the other nodes is influ-
enced by the being full of the buffer 520. For example, in a
case where buffers 520 of the switches 511 and 512 are full,
it is necessary for communication between nodes N1 and N2
to be in a standby state until there is a vacancy in the buffer
520. In other words, the congestion propagates.

Here, a transmission method has been known in which a
special gap packet is put between packets, the number of
packets is adjusted based on the gap packet that has been put,
and accordingly, discard of data and retransmission of data
are suppressed.

CITATION LIST
Non Patent Literature

Non Patent Literature 1: “JCNnetwork=Advanced Industrial
Science and Technology, Software PSPacer 1.0 for
Smoothing Network Traffic Has Been Disclosed=", URL:
“http://www japancorp.net/japan/Article. As-
p?Art_ID=29900"

Inthe parallel computer system as described above, a desir-
able degree of the gap to be inserted between packets depends
on a combination (communication pattern) of a transmission
source and a transmission destination of packets. However, it
is difficult to determine a gap section by predicting the degree
of'overlapping between communications according to a com-
munication pattern in advance. In addition, in a case where
the communication pattern is irregular such as being random,
it is further difficult to predict the overlapping between com-
munications of packets.

SUMMARY

According to an aspect of the embodiments, there is pro-
vided a computer system including: a plurality of communi-
cation control devices; a plurality of computation nodes of
transmission sources that transmit data through the commu-
nication control devices; and a plurality of computation nodes
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of transmission destinations that receive data through the
communication control devices. The computation node of the
transmission source includes: a data transmitting unit that
transmits data to the computation node of the transmission
destination; and an adjustment unit that adjusts an interval
between data transmitted by the data transmitting unit based
on a transmission node number included in received control
data. The communication control device includes: an input
unit that inputs the data transmitted by the computation node
of the transmission source; an output unit that outputs data to
be transmitted to the computation node of the transmission
destination; a transmission node number storing unit that
stores the transmission node number representing the number
of'the computation nodes transmitting data through the com-
munication control device; an update processing unit that
updates the transmission node number stored by the transmis-
sion node number storing unit in a case where the output unit
outputs data; a comparison unit that compares a transmission
node number included in the data input by the input unit and
the transmission node number stored by the transmission
node number storing unit with each other; and an overwriting
unit that overwrites the transmission node number included in
the data output by the output unit with the transmission node
number stored in the transmission node number storing unit
in a case where the transmission node number stored in the
transmission node number storing unit is larger than the trans-
mission node number included in the data input by the input
unit as a result of the comparison performed by the compari-
son unit. The computation node of the transmission destina-
tionincludes a control data transmitting unit that transmits the
control data including the transmission node number
included in the received data to the computation node of the
transmission source.

In addition, there is provided a communication control
device including: an input unit that inputs data transmitted by
a computation node of a transmission source that transmits
data through the communication control device; an output
unit that outputs data to be transmitted to a computation node
of a transmission destination that receives data through the
communication control device; a transmission node number
storing unit that stores a transmission node number represent-
ing the number of the computation nodes transmitting data
through the communication control device; an update pro-
cessing unit that updates the transmission node number stored
by the transmission node number storing unit in a case where
the output unit outputs data; a comparison unit that compares
a transmission node number included in the data input by the
input unit and the transmission node number stored by the
transmission node number storing unit with each other; and
an overwriting unit that overwrites the transmission node
number included in the data output by the output unit with the
transmission node number stored in the transmission node
number storing unit in a case where the transmission node
number stored in the transmission node number storing unit is
larger than the transmission node number included in the data
input by the input unit as a result of the comparison performed
by the comparison unit.

Furthermore, there is provided a method of controlling a
computer system that includes a plurality of communication
control devices, a plurality of computation nodes of transmis-
sion sources that transmit data through the communication
control devices, and a plurality of computation nodes of trans-
mission destinations that receive data through the communi-
cation control devices. The method includes: transmitting
data to the computation node of the transmission destination
using a data transmitting unit included in the computation
node of the transmission source; adjusting an interval
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between data transmitted by the data transmitting unit based
on the transmission node number included in received control
data using an adjustment unit included in the computation
node of the transmission source and inputting the data trans-
mitted by the computation node of the transmission source
using an input unit included in the communication control
device; outputting data to be transmitted to the computation
node of the transmission destination using an output unit
included in the communication control device when a trans-
mission node number storing unit included in the communi-
cation control device stores the transmission node number
representing the number of the computation nodes transmit-
ting data through the communication control device; updat-
ing the transmission node number stored by the transmission
node number storing unit using an update processing unit
included in the communication control device in a case where
the output unit outputs data; comparing a transmission node
number included in the data input by the input unit and the
transmission node number stored by the transmission node
number storing unit with each other using a comparison unit
included in the communication control device; overwriting
the transmission node number included in the data output by
the output unit with the transmission node number stored in
the transmission node number storing unit using an overwrit-
ing unit included in the communication control device in a
case where the transmission node number stored in the trans-
mission node number storing unit is larger than the transmis-
sion node number included in the data input by the input unit
as a result of the comparison performed by the comparison
unit; and transmitting the control data including the transmis-
sion node number included in the received data to the com-
putation node of the transmission source using a control data
transmitting unit included in the computation node of the
transmission destination.

The object and advantages of the invention will be realized
and attained by means of the elements and combinations
particularly pointed out in the claims.

It is to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the invention.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram that schematically illustrates the func-
tional configuration of a parallel computer system as an
example of a first embodiment.

FIG. 2 is a diagram that schematically illustrates the con-
figuration of the parallel computer system as the example of
the first embodiment.

FIG. 3 is a diagram that schematically illustrates the con-
figuration of a computation node of the parallel computer
system as the example of the first embodiment.

FIG. 4 is an exemplary diagram that schematically illus-
trates the format of a transmission packet in the parallel
computer system as the example of the first embodiment.

FIG. 5 is an exemplary diagram that illustrates the formats
of a local node address and a remote node address in the
parallel computer system as the example of the first embodi-
ment.

FIG. 6 is an exemplary diagram that illustrates the format
of a routing header in the parallel computer system as the
example of the first embodiment.

FIG. 7 is an exemplary diagram that schematically illus-
trates the format of a response packet in the parallel computer
system as the example of the first embodiment.
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FIG. 8 is a diagram that schematically illustrates the format
of'a switch of the parallel computer system as the example of
the first embodiment.

FIG. 9 is a diagram that schematically illustrates the func-
tional configuration of a transmission node number storing
unit of the parallel computer system as the example of the first
embodiment.

FIG. 10 is a diagram that illustrates a modified example of
the transmission node number storing unit of the parallel
computer system as the example of the first embodiment.

FIGS. 11A, 11B, and 11C are diagrams that illustrate an
overview of a technique for communicating packets in the
parallel computer system as the example of the first embodi-
ment.

FIG. 12 is a flowchart that illustrates the process of a port
reception unit of a switch in the parallel computer system as
the example of the first embodiment.

FIG. 13 is a flowchart that illustrates the process of a port
transmission unit in the parallel computer system as the
example of the first embodiment.

FIG. 14 is an exemplary diagram that illustrates the trans-
mission state of packets in the parallel computer system as the
example of the first embodiment.

FIG. 15 is an exemplary diagram that schematically illus-
trates the format of a transmission packet in a parallel com-
puter system as an example of a second embodiment.

FIG. 16 is a flowchart that illustrates the process of a port
transmission unit in the parallel computer system as the
example of the second embodiment.

FIG. 17 is an exemplary diagram that schematically illus-
trates the format of a transmission packet in a parallel com-
puter system as an example of a third embodiment.

FIG. 18 is a flowchart that illustrates the process of a port
transmission unit in the parallel computer system as the
example of the third embodiment.

FIG. 19 is a diagram that schematically illustrates the con-
figuration of a computation node of a parallel computer sys-
tem as an example of a fourth embodiment.

FIG. 20 is an exemplary diagram that schematically illus-
trates the format of a transmission packet in the parallel
computer system as the example of the fourth embodiment.

FIG. 21 is a diagram that schematically illustrates the func-
tional configuration of a transmission node number storing
unit of the parallel computer system as the example of the
fourth embodiment.

FIG. 22 is an exemplary diagram that schematically illus-
trates the format of a response packet in the parallel computer
system as the example of the fourth embodiment.

FIG. 23 is a flowchart that illustrates the process of a port
transmission unit in the parallel computer system as the
example of the fourth embodiment.

FIG. 24 is a diagram that schematically illustrates the con-
figuration of a parallel computer system as an example of a
fifth embodiment.

FIG. 25 is a diagram that schematically illustrates the hard-
ware configuration of a switch included in the parallel com-
puter system as the example of the fifth embodiment.

FIG. 26 is a diagram that schematically illustrates an
example of the format of a transmission node number that is
stored in a transmission packet of the parallel computer sys-
tem as the example of the fifth embodiment.

FIG. 27 is a flowchart that illustrates the process of a port
transmission unit in the parallel computer system as the
example of the fifth embodiment.

FIG. 28 is a flowchart that illustrates the process of a port
transmission unit in a parallel computer system as an example
of a sixth embodiment.
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FIG. 29 is a diagram that schematically illustrates the con-
figuration of a computation node of a parallel computer sys-
tem as an example of a seventh embodiment.

FIG. 30 is an exemplary diagram that schematically illus-
trates the format of a transmission packet in the parallel
computer system as the example of the seventh embodiment.

FIG. 31 is a diagram that illustrates the configuration of a
transmission node number storing unit of the parallel com-
puter system as the example of the seventh embodiment.

FIG. 32 is a flowchart that illustrates the process of a
network interface of a computation node as a transmission
source node in the parallel computer system as an example of
the seventh embodiment.

FIG. 33 is a flowchart that illustrates the process of a port
transmission unit in the parallel computer system as the
example of the seventh embodiment.

FIG. 34 is a diagram that illustrates an example of the
configuration of a parallel computer.

FIG. 35 is a diagram that illustrates an example of trans-
mission of data from nodes NO and N3 to a node N4.

DESCRIPTION OF EMBODIMENT(S)

Hereinafter, a computer system, a communication control
device, and a control method for a computer system accord-
ing to embodiments will be described with reference to the
drawings. However, the embodiments illustrated below are
merely examples but are not for the intention of excluding
various modified examples or the application of various tech-
nologies that are not clearly expressed in the embodiments. In
other words, these embodiments may be performed with vari-
ous modifications (a combination of an embodiment and each
modified example or the like) in a range not departing from
the concept thereof. In addition, each diagram is not intended
to include only constituent elements illustrated in the diagram
but may include any other function or the like.

(A) First Embodiment

FIG. 1 is a diagram that schematically illustrates the func-
tional configuration of a parallel computer system 1 as an
example of a first embodiment, and FIG. 2 is a diagram that
schematically illustrates the configuration thereof.

The parallel computer system 1, as illustrated in FIG. 2, is
configured by an interconnected network in which a plurality
of (five in the example illustrated in FIG. 2) computation
nodes 200 are interconnected to be communicable with one
another through one or more (five in the example illustrated in
FIG. 2) routing devices (communication control devices)
100.

In other words, the parallel computer system 1 is config-
ured by the interconnected network in which five computa-
tion nodes 200-0 to 200-4 are interconnected to be commu-
nicable with one another through five switches 100-0 to 100-
4.

In the example illustrated in FIG. 2, a network 2 is formed
as a one-dimensional mesh in which the routing devices
100-0to 100-4 are arranged in the shape of'a one-dimensional
straight line, and the computation nodes 200-0 to 200-4 are
respectively connected to the routing devices 100-0 to 100-4.
In other words, the computation nodes 200-0, 200-1, 200-2,
200-3, and 200-4 are respectively connected to the routing
devices 100-0, 100-1, 100-2, 100-3, and 100-4.

In this embodiment, a plurality of the computation nodes
200-0 to 200-4 included in the parallel computer system 1
have the same configuration, and a plurality of the routing
devices 100-0 to 100-4 have the same configuration.
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Hereinafter, as a reference sign that represents a routing
device, while one of reference signs 100-0 to 100-4 will be
used in a case where one of a plurality of the routing devices
needs to be specified, reference sign 100 will beused in a case
where an arbitrary routing device is to be represented. Simi-
larly, hereinafter, as a reference sign that represents a com-
putation node, while one of reference signs 200-0 to 200-4
will be used in a case where one of a plurality of the compu-
tation nodes needs to be specified, reference sign 200 will be
used in a case where an arbitrary computation node is to be
represented.

The computation nodes 200 are interconnected to be com-
municable with one another through the routing devices 100.
Here, a part or the entirety of a network including the nodes
200 and the routing devices 100 may be simply referred to as
the network 2. In FIG. 2, for the convenience of description,
the configuration of only apart of the switch 100 is illustrated.

The computation node 200 is an information processing
apparatus such as an arithmetic apparatus that performs arbi-
trary arithmetic processing. The computation node 200
includes constituent elements included in a general informa-
tion processing apparatus, for example, a processor, a main
storage device, and the like.

The computation node 200 is connected to the routing
device 100 to be communicable with each other through a
network interface 203. Accordingly, data can be transmitted
and received between arbitrary computation nodes 200 within
the parallel computer system 1. In other words, in the parallel
computer system 1, any computation node 200 may serve
either as a data transmission source or as a data transmission
destination.

Here, a node of a side that requests communication in
inter-node communication will be referred to as a local node,
and a node of a side that receives a communication request
from the local node in the inter-node communication will be
referred to as a remote node.

Hereinafter, the computation node 200 of a data transmis-
sion source may be referred to as a local node, and the com-
putation node 200 of a data transmission destination may be
referred to as a remote node.

The computation node 200 as the transmission source
node, as illustrated in FIG. 1, has functions as a packet trans-
mitting unit 21 and a gap adjusting unit 22.

The packet transmitting unit 21 transmits a packet to the
computation node 200 of the transmission destination. A
packet transmitting unit 206 to be described later serves as
this packet transmitting unit 21.

The gap adjusting unit (adjustment unit) 22 adjusts an
interval (gap) between data to be transmitted based on a
transmission node number transmitted from the transmission
node number transmitting unit 23. A gap control unit 207 to
be described later serves as this gap adjusting unit 22. Here,
the gap is a section in which a packet is not transmitted.

In addition, the computation node 200 as a transmission
destination node, as illustrated in FIG. 1, includes the trans-
mission node number transmitting unit 23. This transmission
node number transmitting unit 23 transmits a transmission
node number read from a received packet to the computation
node 200 of the transmission source. A packet receiving unit
208 and the packet transmitting unit 206 to be described later
serve as this transmission node number transmitting unit 23.

FIG. 3 is a diagram that schematically illustrates the con-
figuration of the computation node 200 of the parallel com-
puter system 1 as the example of the first embodiment.

As illustrated in FIG. 3, the computation node 200 accord-
ing to the first embodiment includes a processor 201, a main
storage device 202, and the network interface 203.
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In the parallel computer system 1, data transmitted from
each node 200 is transmitted and received in a state being
divided into packets. In addition, the length of this packet may
be appropriately set and may be appropriately set as a fixed
length or a variable length. Hereinafter, in this embodiment,
an example will be described in which a packet has a fixed
length.

The processor 201 is an arithmetic processing device that
performs arithmetic processing in accordance with a prede-
termined program. The processor 201 sequentially acquires
packets received by the network interface 203 and performs
arithmetic processing. In addition, in a case where data needs
to be transmitted to another computation node 200, the pro-
cessor 201 generates packets each including a destination
address by dividing the data and outputs the generated pack-
ets through the network interface 203.

When communication is performed between nodes, the
processor 201 of the local node transmits a message trans-
mission instruction to a control unit 205 of the network inter-
face 203. In the message transmission instruction, for
example, information such as a type of communication and
the like is included.

The main storage device 202 is a memory that stores vari-
ous kinds of data, programs, and the like. When the processor
201 performs the arithmetic processing, in the main storage
device 202, a program executed by the processor 201 and data
are temporarily stored and expanded. In the main storage
device 202, a DMA (Direct Memory Access) circuit that
realizes DMA transmission for transmitting data maintained
by the main storage device 202 to the network interface 203
not through the processor 201 may be included.

The network interface 203 is an interface that is used for the
computation node 200 to communicate with another compu-
tation node 200 through the network 2.

The network interface 203, as illustrated in FIG. 3, includes
a DMA controller 204, the control unit 205, the packet trans-
mitting unit 206, the gap control unit 207, and the packet
receiving unit 208.

When being notified of the address of data to be accessed
through the DMA access and the data length thereof from the
control unit 205 to be described later, the DMA controller 204
makes a DMA request for the main storage device 202 while
designating the address and the data length notified from the
control unit 205. Then, the main storage device 202 performs
DMA transmission of data of the designated data length
stored at the designated address toward the DMA controller
204. The DMA controller 204 transmits the data that is trans-
mitted through the DMA from the main storage device 202 to
the packet transmitting unit 206.

When the packet transmission instruction is received from
the processor 201, the control unit 205 performs packet trans-
mitting and receiving processes by controlling the DMA con-
troller 204, the packet transmitting unit 206, the packet
receiving unit 208 and the like. In a case where the packet
transmitting process is performed, the control unit 205 reads
data to be transmitted by designating the data length of data
included in one packet to the DMA controller 204 and the
packet transmitting unit 206. In this embodiment, the length
(size) of a packet that is transmitted from the computation
node 200 is fixed.

When the data to be transmitted is received, the control unit
205 generates a packet (transmission packet) in which a
header is added to the data and transmits the generated packet
to the packet transmitting unit 206 so as to be transmitted to
the network 2.

FIG. 4 is an exemplary diagram that schematically illus-
trates the format of the transmission packet in the parallel
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computer system 1 as the example of the first embodiment.
FIG. 5 is an exemplary diagram that illustrates the formats of
alocal node address and a remote node address, and FIG. 6 is
an exemplary diagram that illustrates the format of a routing
header.

The transmission packet, for example, as illustrated in FIG.
4, includes fields in which a packet type, a routing header, a
local node address, a remote node address, an offset, a trans-
mission node number and a payload are respectively stored.
The packet type is information that represents the type of the
packet and, for example, represents a packet used for a Put
request (Put communication) or a packet used for a Get
request (Get communication).

Here, the Put communication represents a communication
in which the local node designates areas of the main storage
devices 202 of'the local node and the remote node and writes
data of the main storage device 202 of the local node into the
area of the main storage device 202 of the remote node.

In addition, the Get communication represents a commu-
nication in which the local node designates areas of the main
storage devices 202 of the local node and the remote node and
writes data of the main storage device 202 of the remote node
into the area of the main storage device 202 of the local node.

The local node address is information that represents the
address (node address) of a transmission node number source
node of the packet, and the remote node address is informa-
tion that represents the address of a transmission destination
node of the packet. Such node addresses, for example, are
represented by coordinate values of each dimension.

In this embodiment, the network 2 includes a two-dimen-
sional torus formed by X and Y or a mesh topology, and the
node address, as illustrated in FIG. 5, is represented by coor-
dinate values of X and Y.

The routing header is information that designates a route of
the packet and, for example, is coordinate values representing
the position of the remote node when the position of the
transmission source node (local node) of the packet on the
network 2 is set as the origin. This routing header, for
example, is represented by coordinate values of each dimen-
sion.

In this embodiment, as described above, the network 2
includes the two-dimensional torus formed by X andY or the
mesh topology, and the routing header, as illustrated in FIG. 6,
is represented by the coordinate values of DX and DY.

The routing device 100 determines a port that transmits the
packet based on the information stored in the routing header.

The transmission node number is the number of the com-
putation nodes 200 that are in the state of transmission of the
packet in the network 2.

As will be described later, when the transmission packet
passes through the routing device 100, this transmission node
number is compared with a transmission node number main-
tained by the routing device 100. In a case where the trans-
mission node number stored in the routing device 100 is
larger than the transmission node number included in the
transmission packet, the transmission node number of the
packet is overwritten with the transmission node number
stored in the routing device 100. In other words, the transmis-
sion node number included in the packet is updated by the
routing device 100 when the packet is transmitted by the
routing device 100.

As above, the transmission node number of a packet rep-
resents the number of the computation nodes 200 of the
transmission source of the packet passing through a passage
route of the packet. The transmission node number included
in the packet is the same as a maximum value of the trans-
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mission node numbers stored in the routing devices 100
through which the packet passes.

The payload is data acquired by dividing a message (data
source) transmitted from the transmission source node to the
transmission destination node as is necessary. The offset is
information that designates the address of the main storage
device 202 storing the payload.

The packet receiving unit 208 performs a reception process
in which a packet transmitted through the network 2 from
another computation node 200 or the like is received, and the
payload thereof is transmitted to processor 201.

In a state in which the computation node 200 has received
a transmission packet, in other words, in a state in which the
computation node 200 is the transmission destination node,
the packet receiving unit 208 reads the transmission node
number from the received packet and transmits the read trans-
mission node number to the packet transmitting unit 206. In
addition, in a state in which the computation node 200 has
transmitted a transmission packet, in other words, in a state in
which the computation node 200 is the transmission source
node, the packet receiving unit 208 receives a response packet
(to be described later) transmitted from the transmission des-
tination node, reads a transmission node number included in
this response packet, and transmits the read transmission
node number to the gap control unit 207.

In a state in which the computation node 200 is the trans-
mission source node, the packet transmitting unit 206 trans-
mits the packet generated by the control unit 205 to the
computation node 200 of the transmission destination.

On the other hand, in a state in which the computation node
200 is the transmission destination node, the packet transmit-
ting unit 206 generates a response packet and transmits the
generated response packet to the computation node 200 ofthe
transmission source of the received packet.

FIG. 7 is an exemplary diagram that schematically illus-
trates the format of the response packet in the parallel com-
puter system 1 as the example of the first embodiment.

This response packet, for example, as illustrated in FIG. 7,
includes fields in which a packet type, a routing header, a local
address, a remote address, and a transmission node number
are respectively stored. The respective information stored in
this response packet is the same as that included in the trans-
mission packet described with reference to FIG. 4, and thus,
detailed description thereof will not be presented.

As the transmission node number stored in the response
packet, a value read from the packet (transmission packet)
received by the packet receiving unit 208 is used.

The gap control unit 207 determines a transmission interval
(gap length) between a plurality of packets transmitted from
the packet transmitting unit 206 based on the transmission
node number read from the response packet. More specifi-
cally, the gap control unit 207 determines the gap length to be
inserted between the packets based on the following Equation

).

Gap Length=Packet Sizex(Transmission Node Num-

ber-1) (6]

The gap control unit 207 inserts gaps of a length deter-
mined as described above between packets that are consecu-
tively transmitted from the packet transmitting unit 206.
More specifically, for example, by delaying the output timing
of packets transmitted from the packet transmitting unit 206
by the calculated gap length, the gap of the length calculated
as above is inserted between packets output from the packet
transmitting unit 206. In a case where the packet length is
variable, for example, a reference length set in advance may
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be considered to be used as the packet size, and the process
can be modified and performed as is appropriate.

The routing device 100 is a communication control device
(relay device) that is connected to the computation node 200
and the other routing devices 100 in a communicable manner
and transmits a received packet (data) to a predetermined
destination. As the routing device 100, for example, a switch
is used. Hereinafter, the routing device 100 may be repre-
sented also as a switch 100.

FIG. 8 is a diagram that schematically illustrates the format
of the switch 100 of the parallel computer system 1 as the
example of the first embodiment. The switch 100 illustrated
in FIG. 8 as an example is a three-port switch 100 used in a
one-dimensional mesh network and includes network ports
101-1 and 101-2 and a node port 110.

This switch 100, as illustrated in FIG. 1, has the functions
of'the inputunit 11, the output unit 12, the comparison unit 13,
the overwriting processing unit 14, the update processing unit
15, and the transmission node number storing unit 16.

The network ports 101-1 and 101-2 transmit/receive pack-
ets to/from the other switches 100 of the network 2. Such
network ports 101-1 and 101-2 have the same configuration.
Hereinafter, as a reference sign that represents a network port,
while one of reference signs 101-1 and 101-2 will be used in
a case where one of a plurality of the network ports needs to
be specified, the reference sign 101 will be used in a case
where an arbitrary network port is to be represented.

The network port 101, as illustrated in FIG. 8, includes a
port transmission unit 102 and a port reception unit 106.

The port reception unit 106 receives packets transmitted
from the other switches 100 connected thereto through the
network 2. In other words, this port reception unit 106 corre-
sponds to the input unit 11 to which transmitted packets are
input.

This port reception unit 106 includes a buffer 107 and a
reception control unit 108. The buffer 107 is a memory of
FIFO (First In, First Out) type that stores packets transmitted
from other switches 100 connected thereto.

The reception control unit 108 performs control for receiv-
ing packets transmitted from the other switches 100 and stor-
ing the received packets in the buffer 107. In addition, the
reception control unit 108 also performs control for transmit-
ting the packets stored in the buffer 107 to the network port
101 or the node port 110 that corresponds to the transmission
destination of the packets.

This reception control unit 108 responses to the transmis-
sion request transmitted from another switch 100 with a trans-
mission permission when a state in which packets can be
stored in the buffer 107 is formed. Then, the reception control
unit receives packets transmitted from the another switch 100
and stores the received packets in the buffer 107.

The reception control unit 108 determines the network port
101 or the computation node 200 of the transmission desti-
nation by referring to the routing header and the remote
address of the received packets. Then, the reception control
unit transmits a transmission request to the transmission con-
trol unit 104 of the port transmission unit 102 of the network
port 101 or a transmission control unit 113 of a port transmis-
sion unit 111 of the node port 110 that has been determined.
When the transmission permission is received from the trans-
mission control unit 104 or the transmission control unit 113,
the reception control unit 108 transmits the packets stored in
the buffer 107 to the port transmission unit 102 of the network
port 101 or the port transmission unit 111 of the node port
110.

The port transmission unit 102 transmits the packets to
another switch 100 connected through the network 2.
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In other words, this port transmission unit 102 corresponds
to the output unit 12 that outputs packets to be transmitted.
This port transmission unit 102 includes a buffer 103, a trans-
mission control unit 104, and a transmission node number
storing unit 105. The buffer 103 is a memory of the FIFO type
that stores a packet to be transmitted to another switch 100
connected thereto.

The transmission control unit 104 performs control for
transmitting a packet stored in the buffer 103 to another
switch 100.

This transmission control unit 104 receives the packet to be
transmitted to another switch 100 and the transmission
request from the port reception unit 106 of another port trans-
mission unit 102 and transmits the packet to another switch
100 in accordance with the transmission request. In transmit-
ting the packet to another switch 100, the transmission control
unit 104 transmits a transmission request to the switch 100.
When a transmission permission is received from the switch
100, the transmission control unit transmits the packet stored
in the buffer 103. In addition, the transmission control unit
104 receives a transmission request from the port reception
unit 106 of another network port 101, and, when a state in
which a packet can be stored in the buffer 103 is formed,
transmits a transmission permission to the reception control
unit 108 of the port reception unit 106.

Furthermore, the transmission control unit 104 extracts a
remote node address (transmission node address) and a trans-
mission node number from the packet stored in the buffer 103
and updates transmission state information of the transmis-
sion node number storing unit 105 based on such information.
A technique for updating the transmission state information
using the transmission control unit 104 will be described later
in detail.

The transmission node number storing unit 105 manages
the transmission state information that is information repre-
senting a transmission source node state relating to a packet
passing through the switch 100 based on the packet passing
through the switch 100. This transmission node number stor-
ing unit 105 is a storage unit such as a memory.

FIG. 9 is a diagram that schematically illustrates the func-
tional configuration of the transmission node number storing
unit 105 of the parallel computer system 1 as the example of
the first embodiment.

The transmission node number storing unit 105, as illus-
trated in FIG. 9, includes a counter 121 and a transmission
node information storing unit 122.

The transmission node information storing unit 122, as
illustrated in FIG. 9, is a storage unit that stores transmission
node state information (transmission node information and
transmission state information) in which information speci-
fying a computation node 200 such as a node address and
information representing whether or not the computation
node 200 is in the state of transmitting a packet are associated
with each other. As the information representing whether or
not the computation node 200 is in the state of transmitting a
packet, for example, information representing either “in the
state of transmission” or “no transmission” is stored. The
transmission node information storing unit 122, for example,
is realized by a storage circuit such as a memory.

Inthe network port 101, when the transmission control unit
104 of the port transmission unit 102 transmits a packet to
another switch 100, in the transmission node information
storing unit 122, “in the state of transmission” is set in asso-
ciation with the transmission destination node of the packet.

The configuration of the network 2 is known to the parallel
computer system 1 in advance. Accordingly, in the transmis-
sion node information storing unit 122, the computation node
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200 that is the transmission source node of the packet passing
through the switch 100 can be set in advance.

The counter 121 is a counter that counts the number (the
transmission node number; the transmission state informa-
tion) of the computation nodes 200 that are in the state of
transmission of a packet passing through the switch 100 in the
network 2. This counter 121 performs count-up or count-
down of the count value in accordance with a count-up
instruction or a count-down instruction given from the trans-
mission control unit 104. More specifically, the counter per-
forms count-up or count-down of the count value in accor-
dance with a count-up signal or a count-down signal
transmitted from the transmission control unit 104.

For example, the transmission control unit 104 causes the
counter 121 to perform count-up by transmitting a count-up
signal for giving a count-up instruction to the counter 121
when a packet is transmitted to another switch 100.

In addition, in this first embodiment, the transmission con-
trol unit 104 measures an elapse time after storage of the
transmission node state information of the transmission
source node in the transmission node number storing unit 105
using a timer or the like not illustrated in the figure. Then, for
example, when it is detected that a predetermined time packet
set in advance has not been transmitted from the transmission
source node, the transmission control unit 104 sets “no trans-
mission” to the transmission source node in the transmission
node information storing unit 122. In addition, in a case where
the counter 121 is included, the transmission control unit 104
performs count-down of the transmission node number by
transmitting a count-down signal for giving a count-down
instruction to the counter 121 at the same time.

In other words, when data is output from the output unit,
the transmission control unit 104 serves as the update pro-
cessing unit 15 that updates the transmission node number of
the counter 121 in the transmission node number storing unit
105 and the information stored in the transmission node infor-
mation storing unit 122.

Here, the value of the counter 121 is the same as the number
of transmission source nodes that are stored as being “in the
state of transmission” in the transmission node information
storing unit 122. Accordingly, by counting the number of the
transmission source nodes that are stored as being “in the state
of'transmission” in the transmission node information storing
unit 122, the counter 121 may be omitted in the transmission
node number storing unit 105.

FIG. 10 is a diagram that illustrates a modified example of
the transmission node number storing unit 105 of the parallel
computer system 1 as the example of the first embodiment.
The transmission node number storing unit 105 of the parallel
computer system 1 as the example of the first embodiment
illustrated in FIG. 10 is acquired by excluding the counter 121
from the transmission node number storing unit 105 accord-
ing to the first embodiment and includes only the transmis-
sion node information storing unit 122.

In the switch 100 including the transmission node number
storing unit 105 as this modified example, for example, the
transmission control unit 104 acquires the transmission node
number by counting the number of transmission source nodes
that are stored as being “in the state of transmission” in the
transmission node number storing unit 105. Accordingly, the
device configuration is simplified by omitting the mounting
of the counter 121 in the transmission node number storing
unit 105, and the manufacturing cost can be reduced.

The transmission node number storing unit 105 corre-
sponds to the transmission node number storing unit 16 that
stores a transmission node number representing the number
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of computation nodes 200 that are in the state of transmission
of data passing through the switch 100 in the network 2.

In addition, the transmission control unit 104, as illustrated
in FIG. 1, has the functions of the comparison unit 13 and the
overwriting processing unit 14.

The comparison unit 13 compares the transmission node
number of a packet to be transmitted by the port transmission
unit 102 of the network port 101 and the counter value of the
counter 121 of the transmission node number storing unit 105
with each other.

As a result of the comparison made by the comparison unit
13, in a case where the counter value of the counter 121 is
larger than the transmission node number of the packet to be
transmitted, the overwriting processing unit 14 overwrites the
transmission node number of the packet with the counter
value of the counter 121.

In addition, as illustrated in FIG. 10, in a case where the
transmission node number storing unit 105 does not include
the counter 121, the comparison unit 13, instead of the
counter value of the counter 121, uses the value acquired by
counting the number of the transmission nodes that are “in the
state of transmission” in the transmission node information
storing unit 122.

The node port 110 is connected to the computation node
200 in a communicable manner and transmits/receives a
packet to/from the connected computation node 200.

The nodeport 110, as illustrated in FIG. 8, includes the port
transmission unit 111 and a port reception unit 114. The port
transmission unit 111 transmits the packet received by the
network port 101 of the switch 100 to the network interface
203 of the connected computation node 200.

The port transmission unit 111 transmits a packet to the
network interface 203 of the connected computation node
200. In other words, this port transmission unit 111 corre-
sponds to the output unit 12 that outputs a packet to be
transmitted.

This port transmission unit 111 includes a buffer 112 and
the transmission control unit 113. The buffer 112 is a memory
of the FIFO type that stores packets to be transmitted to the
network interface 203 of the connected computation node
200. The transmission control unit 113 performs control for
transmitting the packets stored in the buffer 112 to the com-
putation node 200.

This transmission control unit 113 receives a transmission
request and packets from the network port 101 and transmits
the packets to the computation node 200 in accordance with
the transmission request. When packets are transmitted to the
computation node 200, the transmission control unit 113
transmits a transmission request to the network interface 203.
Then, when a response of a transmission permission is
received from the network interface 203, the transmission
control unit transmits the packets stored in the buffer 112 to
the network interface 203. In addition, when a state in which
a new packet can be stored in the buffer 112 is formed, the
transmission control unit 113 transmits a transmission per-
mission to the network port 101.

The port reception unit 114 receives packets transmitted
from the network interface 203 of the computation node 200.
In other words, this port reception unit 114 corresponds to the
input unit 11 to which transmitted packets are input as well.

The port reception unit 114 includes a buffer 115 and a
reception control unit 116. The buffer 115 is a memory of the
FIFO type that stores packets received from the network
interface 203 of the connected computation node 200. The
reception control unit 116 performs control for receiving
packets transmitted from the network interface 203 and stor-
ing the received packets in the buffer 115. In addition, the
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reception control unit 116 also performs control for transmit-
ting the packets stored in the buffer 115 to the network port
101 that corresponds to the transmission destination of the
packets.

This reception control unit 116 transmits a response of a
transmission permission to the transmission request transmit-
ted from the network interface 203 of the computation node
200 when a state is formed in which a packet can be stored in
the buffer 115. Then, the reception control unit 116 receives
the packets transmitted from the network interface 203 and
stores the received packets in the buffer 115.

The reception control unit 116 determines the network port
101 of the transmission destination by referring to the routing
header and the remote address of the received packets and
transmits a transmission request to the transmission control
unit 104 of the port transmission unit 102 of the network port
101. When the transmission permission is received from the
network port 101, the reception control unit 116 transmits the
packets stored in the buffer 115 to the port transmission unit
102 of the network port 101.

An overview of a technique for communicating packets in
the parallel computer system 1 as the example of the first
embodiment that is configured as above will be described
with reference to FIGS. 11A, 11B, and 11C.

The parallel computer systems 1 illustrated in FIGS. 11A,
11B, and 11C have the same configuration as that illustrated
in FIG. 2 and configure the network (interconnected network;
communication network) 2 in which five computation nodes
200-0 to 200-4 are interconnected through five switches
100-0 to 100-4 to be communicable with one another. Here-
inafter, the five computation nodes 200-0 to 200-4 may be
represented as nodes NO to N4. In addition, hereinafter, ref-
erence signs N0 to N4 specitying the computation nodes 200
may be referred to as node identification information.

In FIGS. 11A, 11B, and 11C, for the convenience of
description, the configuration of only a part of the switch 100
is illustrated.

As described above, in the parallel computer system 1,
when a packet is transmitted from the port transmission unit
102 of the network port 101, the switch 100 stores a trans-
mission node address in the transmission node information
storing unit 122 of the transmission node number storing unit
105.

FIGS. 11A, 11B, and 11C illustrate examples in which
packets are transmitted from the nodes N0 and N3 to the node
N4.

In such a state, as illustrated in FIG. 11A, an indication of
“in the state of transmission” is stored for the node N0 that is
the transmission source node in the transmission node infor-
mation storing units 122 of the network ports 101 of the
switches 100-0 to 100-2. In addition, an indication of “in the
state of transmission” is stored for the nodes N0 and N3 that
are the transmission source nodes in the transmission node
information storing units 122 of the network ports 101 of the
switches 100-3 and 100-4.

In FIGS. 11A, 11B, and 11C, for the convenience of
description, only the node identification information of the
computation node 200 that is “in the state of transmission” is
represented in the transmission node information storing unit
122.

In addition, the transmission node number of a packet
transmitted from the transmission source node is updated by
the transmission control unit 104 at the time of passing
through each switch 100. Accordingly, a maximum value of
the transmission node numbers included in the switches 100
through which the packet has been passed is stored in the
transmission node number of the packet. In the example illus-
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trated in FIG. 11A, in a packet delivered to the node N4, a
transmission node number “2” in the network 2 is stored.

The computation node 200 that has received the packet
returns a response packet in which the transmission node
number extracted from the received packet is stored to the
computation node 200 of the transmission source of the
packet. In the example illustrated in FIG. 11B, the node N4
returns a response packet in which a transmission node num-
ber of “2” is stored to the nodes N0 and N3.

In each one of the nodes N0 and N3 that have received the
response packet, the gap control unit 207 calculates an inter-
val between a plurality of packets to be transmitted based on
Equation (1) described above, and the packet transmitting
unit 206 inserts a gap of the calculated length (gap length)
between the plurality of packets that are consecutively trans-
mitted.

In the example illustrated in FIG. 11C, since the transmis-
sion node number is “2”, the gap length of the gap inserted
between packets=the packet size. In the nodes N0 and N3, the
communication band (use band) that can be used for the
transmission of a packet becomes a half, and accordingly, by
inserting a gap of a length that is the same as the length of the
packet between packets, the communication band of the net-
work 2 can be used with high efficiency. In other words, the
occurrence of congestion can be prevented, and the commu-
nication band can be equally used for the transmission source
nodes.

In the parallel computer system 1, by repeating the above-
described process thereafter, each transmission source node
200 dynamically adjusts a gap length of a gap inserted
between packets to be transmitted in accordance with an
increase/decrease in the transmission node number. For
example, in a case where the node N2 transmits a packet to the
node N4, the node N2 as the transmission source node is
added as being “in the state of transmission” in the transmis-
sion node information storing units 122 of the ports of the
switches 100-2 to 100-4 through which the packet passes.

In addition, the transmission node number stored in the
packet is “3”. Each one of the nodes N0, N2, and N3 that are
the transmission source nodes inserts a gap of a length that is
twice the length of the packet between packets to use the
communication band equally based on Equation (1)
described above.

Next, the process of the port reception unit 106 of the
switch 100 of the parallel computer system 1 as the example
of'the first embodiment that is configured as described above
will be described along a flowchart (Steps A10 to A60) rep-
resented in FIG. 12.

In this example, as illustrated in FIGS. 11A to 11C, the
network 2 has a two-dimensional mesh configuration and
performs dimension order routing in which coordinates are
matched in order of X and Y as the routing.

Inthe switch 100, the port reception unit 106 of the network
port 101 receives a packet from another switch 100 (Step
A10). The port reception unit 106 updates the routing header
of'the packet based on the network port 101 that has received
the packet. In other words, the routing header of the packet is
updated by setting the value (DX, DY) of the routing header
to either +1 or -1 in accordance with the dimension of the
received network port 101.

More specifically, for example, the configuration of the
network 2 is associated with the coordinate space, and a
virtual origin is set. Then, for the position (coordinates) of the
network port 101 of the switch 100 with respect to the origin,
the increase direction of the coordinates is set as “+”, and the
decrease direction thereof is set as “-"".
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Then, the reception control unit 108, for the routing header
of'the packet, sets the value of DX or DY of the same dimen-
sion as that of the received network port 101 to -1 in a case
where the network port is in the — direction and sets the value
to +1 in a case where the network port 101 is in the + direction
(Step A20). For example, in a case where the network port 101
is in the — direction in dimension X, the value of DX is set to
-1. Onthe other hand, in a case where the network port 101 is
in the + direction in dimensionY, the value of DY is set to +1.

The reception control unit 108 checks whether or not both
values of DX and DY of the routing header are “0” (Step
A30). In a case where both DX and DY are “0” (see the Yes
route of Step A30), it represents that the packet arrives at the
switch 100 to which the remote node of the destination is
directly connected. Accordingly, the reception control unit
108 selects the node port 110 of the switch 100 having the
packet to be connected to the network interface 203 (Step
A40).

On the other hand, in a case where at least one of DX and
DY is not “0” (non-zero) (see the No route of Step A30), for
example, the non-zero field is checked in order of the X
coordinate and the Y coordinate, and the network port 101 for
which the value of the non-zero field is close to zero is
selected (Step A60). In other words, a port that has the same
dimension as that of the field and has the same sign as that of
the field is selected. In a case where the dimension order
routing is performed in order of the X coordinate and the Y
coordinate, a non-zero field is checked in order of the Y
coordinate and the X coordinate.

Then, the reception control unit 108 transmits a transmis-
sion request to the transmission control unit 113 or 104 of the
node port 110 or the network port 101 that has been selected.
When a transmission permission is transmitted as a response
from the transmission control unit 113 or 104, the reception
control unit 108 transmits a packet to the node port 110 or the
network port 101 (Step A50).

In addition, when the packet is transmitted to another
switch 100, the transmission control unit 104 of the port
transmission unit 102 of the network port 101 that has
received the packet updates the transmission node number
storing unit 105. In other words, “in the state of transmission”
is stored for the transmission node in the transmission node
information storing unit 122, and count-up of the transmis-
sion node number of the counter 121 is performed.

Next, the process of the port transmission unit 102 of the
parallel computer system 1 as the example of the first embodi-
ment will be described along a flowchart (Steps B10 to B70)
represented in FIG. 13.

When a packet transmitted from the port reception unit 114
or the port reception unit 106 is received, the port transmis-
sion unit 102 stores the received packet in the buffer 103 (Step
B10).

The transmission control unit 104 checks the transmission
node information storing unit 122 based on the local node of
the packet (Step B20). In other words, it is checked whether or
not the local node is set to be “in the state of transmission” in
the transmission node information storing unit 122.

In a case where the local node is set to be “in the state of
transmission” in the transmission node information storing
unit 122 (see the Yes route of Step B20), the transmission
control unit 104 (comparison unit 13) compares the transmis-
sion node number managed by the transmission node number
storing unit 105 and the transmission node number stored in
the packet with each other (Step B30).

Here, in a case where the transmission node number storing
unit 105 includes the counter 121 (see FI1G. 9), the value of the
counter is used as the transmission node number. On the other
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hand, in a case where the transmission node number storing
unit 105 does not include the counter 121 (see FIG. 10), the
transmission node number is acquired by counting nodes that
are stored as being “in the state of transmission” in the trans-
mission node information storing unit 122.

On the other hand, in a case where the local node is set as
being in “no transmission” in the transmission node informa-
tion storing unit 122 (see the No route of Step B20), the
transmission control unit 104 sets “in the state of transmis-
sion” in association with the local node in the transmission
node information storing unit 122. In addition, the transmis-
sion control unit 104 counts up (+1) the transmission node
number by transmitting a count-up signal to the counter 121
(Step B70). Thereafter, the process proceeds to Step B30.

In a case where the transmission node number managed by
the transmission node number storing unit 105 is the trans-
mission node number of the packet or less (see the No route of
Step B30), the transmission control unit 104 transmits a trans-
mission request to the network port 101 of another switch 100
connected thereto. Then, when a transmission permission is
received from the network port 101 as a response, the trans-
mission control unit 104 transmits a packet to the correspond-
ing network port 101 (Step B50).

In addition, in a case where the transmission node number
managed by the transmission node number storing unit 105 is
larger than the transmission node number of the packet (see
the Yes route of Step B30), the transmission control unit 104
(overwriting processing unit 14) overwrites the value of the
transmission node number of the packet with the transmission
node number stored in the transmission node number storing
unit 105 (Step B40). Thereafter, the process proceeds to Step
B50.

The transmission control unit 104 measures an elapse time
after the setting of “in the state of transmission™ for the
transmission source node in the transmission node informa-
tion storing unit 122. Then, when a packet is not received
from the same node for a time set in advance after the setting
of “in the state of transmission” for the transmission node, the
transmission control unit sets “no transmission” for the trans-
mission source node in the transmission node information
storing unit 122. In a case where the transmission node num-
ber storing unit 105 includes the counter 121 (see FIG. 9), the
transmission control unit 104 counts down (-1) the transmis-
sion node number by transmitting a count-down signal to the
counter 121 (Step B60). On the other hand, in a case where the
transmission node number storing unit 105 does not include
the counter 121 (see FIG. 10), the transmission control unit
104 does not transmit the count-down signal.

In this way, according to the parallel computer system 1 as
the example of the first embodiment, the number (transmis-
sion node number) of the transmission source nodes that are
in the state of transmitting the packet passing through a route
from the transmission source node to the transmission desti-
nation node is stored in the transmission node number storing
unit 105 by the switch 100 on the route. Then, the transmis-
sion source node calculates a transmission interval between
packets that are consecutively transmitted based on the trans-
mission node number.

More specifically, a gap of a length (gap length) calculated
as “packet sizex(transmission node number-1)" is inserted
between packets.

This gap length is calculated based on the number of trans-
mission source nodes that transmits packets on the commu-
nication route and corresponds to the amount of a decrease in
the communication band that occurs in accordance with over-
lapping (polymerization) between packets that are transmit-
ted on the communication route by a plurality of transmission
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source nodes. Accordingly, by setting the gap length based on
the transmission node number, the transmission source nodes
that are in the state of transmission of packets can evenly use
the communication band.

According to the parallel computer system 1, the transmis-
sion source node can transmit packets at intervals matching
the communication state of the packets on the communication
route, whereby congestion can be resolved. In other words,
congestion control matching the communication state on the
communication route can be efficiently realized, and accord-
ingly, the network 2 can be efficiently used in the parallel
computer system 1.

FIG. 14 is an exemplary diagram that illustrates the trans-
mission state of packets in the parallel computer system 1 as
the example of the first embodiment. In the example illus-
trated in FIG. 14, nodes N0 and N3 transmit data to a node N4.

In the parallel computer system 1 according to this first
embodiment, as illustrated in FIG. 14, when transmission
source nodes transmit packets, a gap of a length correspond-
ing to a communication band decreasing due to the transmis-
sion of the packets from a plurality of transmission source
nodes is inserted between packets in advance.

In the example illustrated in FIG. 14, a packet transmitted
from the node N0 and a packet transmitted from the node N3
overlap each other on the route from a switch 100-3 to the
node N4. In this overlapping portion, the communication
band that can be used respectively by the nodes N0 and N3
decrease to be a half.

Here, as nodes N0 and N3 that are the transmission source
nodes of packets insert gaps of a length (gap length) that is the
same as the length of the packet between packets that are
consecutively transmitted, the communication band that is
respectively used by the nodes N0 and N3 is set to be a half.
Accordingly, in the overlapping portion of the switch 100-3 to
the node N4, the communication band does not decrease, and
buffer clogging does not occur. In other words, the occurrence
of congestion is prevented, and the communication of the
nodes N1 and N2 is not influenced by the clogging of the
buffer.

In addition, in the parallel computer system 1, by storing
the transmission node number in a packet, each switch 100
can acquire the transmission node number on the network 2 in
an easy manner.

In the switch 100, the transmission node number is man-
aged, and, at the time of transmitting a packet from the port
transmission unit 102, the information (in the state of trans-
mission) of the local node of the packet is stored in the
transmission node number storing unit 105 (transmission
node information storing unit 122). Accordingly, in the
switch 100, the transmission source node that is in the state of
transmission of the packet can be acquired in real time.

In the switch 100, the counter 121 is included in the trans-
mission node number storing unit 105, and, by counting the
transmission node number using the counter 121, the number
of transmission source nodes that are in the state of transmis-
sion of packets can be acquired in real time in the switch 100.

In addition, in a case where a packet has not been transmit-
ted for a predetermined time after the transmission node state
information of the transmission source node is stored in the
transmission node number storing unit 105, the transmission
node number of the counter 121 is counted down. Accord-
ingly, the value of the transmission node number is appropri-
ately managed, whereby the reliability can be improved.

In the switch 100, when a packet is transmitted from the
port transmission unit 102, the transmission node number
managed by the transmission node number storing unit 105
(counter 121) and the transmission node number stored in the
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packet are compared with each other. Then, in a case where
the transmission node number managed by the transmission
node number storing unit 105 is larger than the transmission
node number of the packet, the transmission node number of
the packet is overwritten with the transmission node number
managed by the transmission node number storing unit 105.
Accordingly, the value of the transmission node number man-
aged by each switch 100 can be reflected on the packet.

In addition, the transmission destination node extracts the
transmission node number from a received packet, generates
a response packet, and transmits the generated response
packet to the transmission source node. Accordingly, the
transmission source node can easily acquire the transmission
node number and thus can calculate a gap length in accor-
dance with Equation (1) described above by using the trans-
mission node number read from the response packet.

(B) Modified Example of First Embodiment

In the first embodiment described above, while the
example in which the local node transmits a message to the
remote node as in the case of the Put communication or the
like has been described, the present invention is not limited
thereto. In other words, the present technology may be
applied also to a case where the remote node transmits a
message to the local node as in the case of the Get commu-
nication or the like.

Hereinafter, the process of the case where the remote node
transmits a message to the local node as in the case of the Get
communication or the like will be described.

(1) The local node transmits a Get request packet request-
ing for the transmission of a message to the remote node.

Here, as the format of this Get request packet, for example,
aformatacquired by excluding the transmission node number
and the payload from the format of the transmission packet
illustrated in FIG. 4 may be used.

(2) In the switch 100, the port reception unit 106 performs
the dimension order routing that is based on the routing
header by using a technique that is the same as that illustrated
in the flowchart represented in FIG. 12, thereby transmitting
apacket to the remote node. In addition, the port transmission
unit 102 transmits the packet in accordance with the same
process as the process of Steps B10 and B50 of the flowchart
represented in FIG. 13. At this time point, the update process
of updating the transmission node number storing unit 105
based on the transmission node number, which is illustrated in
Steps B20 to B40 and B60 of the flowchart represented in
FIG. 13, that is performed by the port transmission unit 102 is
not performed.

(3) The network interface 203 of the remote node that has
received the Get request packet reads requested data and
returns a Get response packet to the local node.

As the format of'this Get response packet, for example, the
same format as that of the transmission packet illustrated in
FIG. 4 may be used.

(4) In the switch 100, the port reception unit 106 performs
the dimension order routing that is based on the routing
header in accordance with the same process as that of the
flowchart as represented in FIG. 12, thereby transmitting a
packet to the local node. In addition, the port transmission
unit 102 performs transmission of a packet, the update pro-
cess of updating the transmission node number storing unit
105 based on the transmission node number, and the like in
accordance with the same process as that of the flowchart
represented in FIG. 13.

(5) The network interface 203 of the local node that has
received the Get response packet stores the payload of the
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packet in the main storage device 202 and returns a response
packet in which the transmission node number is stored to the
remote node.

As the format of this response packet, for example, the
format of the response packet illustrated in FIG. 7 may be
used.

(6) The network interface 203 of the remote node that has
received the packet calculates a gap length using Equation (1)
described above, inserts gap of the gap length between Get
response packets, and transmits resultant packets to the local
node.

(C) Second Embodiment

In the parallel computer system 1 as the example of the first
embodiment described above, when it is determined that a
packet is not transmitted for a predetermined time set in
advance from the transmission source node, the transmission
control unit 104 sets “no transmission” for the transmission
source node in the transmission node information storing unit
122. In addition, in a case where the counter 121 is included,
the transmission control unit 104 counts down the transmis-
sion node number by transmitting a count-down signal to the
counter 121 simultaneously with this.

In a parallel computer system 1 as an example of this
second embodiment, the transmission control unit 104 of the
port transmission unit 102 detects an end packet (tail packet)
of a plurality of packets forming one message. Then, when
this end packet is transmitted, the transmission control unit
104 sets “no transmission” for the transmission source node
in the transmission node information storing unit 122. In
addition, in a case where the counter 121 is included, the
transmission control unit 104 counts down the transmission
node number by transmitting a count-down signal to the
counter 121 simultaneously with this.

More specifically, in the transmission source node, when a
packet of a message is generated, the packet transmitting unit
206 sets information (end flag) that represents an end to the
end packet of the message.

FIG. 15 is an exemplary diagram that schematically illus-
trates the format of the transmission packet in the parallel
computer system 1 as the example of the second embodiment.
The format of the transmission packet of the parallel com-
puter system 1 as the example of this second embodiment has
an end flag in addition to the format of the transmission
format according to the first embodiment illustrated in FI1G. 4.
In addition, the other portion of the transmission packet is
configured to be the same as that of the first embodiment, and
the description thereof will not be presented.

Hereinafter, in the drawings, like reference signs denote
like portions, and detailed description thereof will not be
presented.

In the transmission source node, when a message is trans-
mitted with being divided into a plurality of packets, the
network interface 203 enables the end flag of the end packet.
For example, “1” is set to the end flag. In addition, “0” is set
to the end flags of packets other than the end packet. Such “1”
of'the end flag corresponds to end identification information
that represents that the packet (divided data) is an end packet.

The setting of “0” or “1” to the end flag, for example, may
be performed either by the control unit 205 or by the packet
transmitting unit 206.

In the computation node 200 of the parallel computer sys-
tem 1 as the example of the second embodiment, as described
above, while “1” or “0” is set as the end flag of each packet to
be transmitted in the network interface 203, the other portions
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are configured to be the same as those of the computation
node 200 of the first embodiment, and the description thereof
will not be presented.

In the switch 100, the transmission control unit 104 of the
port transmission unit 102 updates the transmission node
number storing unit 105 based on the end flag. In other words,
the transmission control unit 104 checks the end flag of a
packet to be transmitted and sets “no transmission” to the
transmission source node in the transmission node informa-
tion storing unit 122 when the packet in which “1” is set to the
end flag is transmitted. In addition, simultaneously with this,
in a case where the counter 121 is included in the transmission
node number storing unit 105, the transmission control unit
104 counts down the transmission node number by transmit-
ting a count-down signal to the counter 121.

In addition, in this second embodiment, the computation
node 200 as the transmission destination node includes an end
flag also in the response packet transmitted to the transmis-
sion source node. More specifically, an end flag is included in
addition to the format of the response packet of the first
embodiment illustrated in FIG. 7. The computation node 200
sets the end flag of the response packet as the value of the end
flag read from a received packet and transmits the response
packet as a response.

The process of the port transmission unit 102 of the parallel
computer system 1 as the example of the second embodiment
will be described along a flowchart (Steps C10 to C80) rep-
resented in FIG. 16.

When a packet transmitted from the port reception unit 114
or the port reception unit 106 is received, the port transmis-
sion unit 102 stores the received packet in the buffer 103 (Step
C10).

The transmission control unit 104 checks whether or not
the packet is an end packet of a plurality of packets configur-
ing one message by checking the end flag of the packet (Step
C20).

In a case where “1” is set to this end flag, in other words, in
a case where the packet is an end packet (see the Yes route of
Step C20), the transmission control unit 104 sets “no trans-
mission” to the transmission source node in the transmission
node information storing unit 122. In addition, in a case where
the counter 121 is included in the transmission node number
storing unit 105, the transmission control unit 104 counts
down (-1) the transmission node number by transmitting a
count-down signal to the counter 121 (Step C30). On the other
hand, in a case where the counter 121 is not included, the
process of this Step C30 may be omitted.

The transmission control unit 104 (comparison unit 13)
compares the transmission node number managed by the
transmission node number storing unit 105 and the transmis-
sion node number stored in the packet with each other (Step
C40). As the transmission node number, in a case where the
transmission node number storing unit 105 includes the
counter 121 (see FIG. 9), similarly to the first embodiment,
the value of the counter is used. On the other hand, in a case
where the transmission node number storing unit 105 does
not include the counter 121 (see FIG. 10), the transmission
node number is acquired by counting nodes that are stored as
being “in the state of transmission” in the transmission node
information storing unit 122.

In a case where the transmission node number managed by
the transmission node number storing unit 105 is the trans-
mission node number of the packet or less (see the No route of
Step C40), the transmission control unit 104 transmits a trans-
mission request to the network port 101 of another switch 100
connected thereto. Then, when a transmission permission is
received from the network port 101 as a response, the trans-
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mission control unit 104 transmits a packet to the correspond-
ing network port 101 (Step C60).

In addition, in a case where the transmission node number
managed by the transmission node number storing unit 105 is
larger than the transmission node number of the packet (see
the Yes route of Step C40), the transmission control unit 104
(overwriting processing unit 14) overwrites the value of the
transmission node number of the packet with the transmission
node number stored in the transmission node number storing
unit 105 (Step C50). Thereafter, the process proceeds to Step
C60.

On the other hand, in a case where “0” is set to the end flag,
in other words, in a case where the packet is not an end packet
(see the No route of Step C20), the transmission control unit
104 checks the transmission node information storing unit
122 based on the local node of the packet (Step C70).

In a case where the local node is set to be “in the state of
transmission” in the transmission node information storing
unit 122 (see the Yes route of Step C70), the process proceeds
to Step C40. On the other hand, in a case where the local node
is set as being in “no transmission” in the transmission node
information storing unit 122 (see the No route of Step C70),
the transmission control unit 104 sets “in the state of trans-
mission” in association with the local node in the transmis-
sion node information storing unit 122. In addition, the trans-
mission control unit 104 counts up (+1) the transmission node
number by transmitting a count-up signal to the counter 121
(Step C80). Thereafter, the process proceeds to Step C40.

As above, according to the parallel computer system 1 as
the example of the second embodiment, the same operations
and advantages as those of the above-described first embodi-
ment are acquired, and the transmission node number storing
unit 105 is updated in a case where the transmission control
unit 104 detects an end packet. In other words, by detecting
the end packet, “no transmission” is set to the transmission
source node in the transmission node information storing unit
122, and the count-down of the counter 121 is performed.

In other words, unlike the first embodiment, instead of
waiting for the elapse of the predetermined time after the
storage of the transmission node state information of the
transmission source node in the transmission node number
storing unit 105, the setting of “no transmission” to the trans-
mission source node in the transmission node information
storing unit 122 and the count-down of the counter 121 can be
performed. Accordingly, the end of transmission of a group of
packets for one message can be accurately checked in a
speedy manner, and the end of the transmission of the packets
can be instantly responded.

In other words, in the transmission source node, the com-
munication state of the communication route can be quickly
reflected on the calculation of the gap value of a gap inserted
between packets that is performed by the gap adjusting unit
22, whereby the accuracy and the reliability can be improved.

(D) Third Embodiment

In the parallel computer system 1 as an example of each
embodiment or a modified example thereof described above,
the transmission control unit 104 updates the transmission
node number storing unit 105 based on all the packets that are
transmitted.

In a parallel computer system 1 as an example of a third
embodiment, in the port transmission unit 102, the transmis-
sion control unit 104 compares the message length of the
packet with a threshold set with each other in advance. Then,
in a case where the message length is less than the threshold,
the update of the transmission node number storing unit 105
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for the packet is not performed. In other words, the setting of
“in the state of transmission” or “no transmission” in the
transmission node information storing unit 122 or the count-
up of the counter 121 is not performed.

In other words, according to the third embodiment, in a
case where the data size of the packet is less than the thresh-
old, the transmission control unit 104 serves as an update
suppressing unit that suppresses the update of the transmis-
sion node number.

FIG. 17 is an exemplary diagram that schematically illus-
trates the format of the transmission packet of the parallel
computer system 1 as an example of the third embodiment.
The format of the transmission packet of the parallel com-
puter system 1 as the example of the third embodiment
includes a message length in addition to the format of the
transmission packet of the second embodiment illustrated in
FIG. 15. The other portion of the transmission packet is
configured to be the same as the format of the transmission
packet in the second embodiment, and thus, the description
thereof will not be presented.

In the transmission source node, when a message is trans-
mitted with being divided into packets, the network interface
203 sets a message length that represents the length of the
entire data of the message to each packet. This message
length, for example, is transmitted from the processor 201
together with a message transmission instruction.

In the switch 100, the transmission control unit 104 of the
port transmission unit 102 determines whether to update the
transmission node number storing unit 105 based on the mes-
sage length. In other words, when the packet is transmitted,
the transmission control unit 104 compares the message
length of the packet to be transmitted with a threshold set in
advance. As a result of this comparison, in a case where the
message length is less than the threshold, the packet is trans-
mitted without the setting of “no transmission” or “in the state
oftransmission” for the packet in the transmission node infor-
mation storing unit 122 or updating the counter 121. The
other portion of the switch 100 is configured to be the same as
the format of the transmission packet of the second embodi-
ment, and thus, the description thereof will not be presented.

The process of the port transmission unit 102 of the parallel
computer system 1 as the example of the third embodiment
will be described along a flowchart (Steps C10, D11, and C20
to C80) represented in FI1G. 18. Hereinafter, since each step to
which the same reference sign as the reference sign described
above represents the same process, the description thereof
will not be presented.

When a packet transmitted from the port reception unit 114
or the port reception unit 106 is received, the port transmis-
sion unit 102 stores the received packet in the buffer 103 (Step
C10).

The transmission control unit 104 checks whether or not
the message length of the packet is less than a threshold set in
advance (Step D11). As a result of this checking process, in a
case where the message length of the packet is less than the
threshold (see the Yes route of Step D11), the process pro-
ceeds to Step C60.

On the other hand, in a case where the message length of
the packet is the threshold or more (see the No route of Step
D11), the process proceeds to Step C20.

As above, according to the parallel computer system 1 as
the example of the third embodiment, the same operations
and advantages as those of the above-described second
embodiment are acquired, and the count-up of the counter
121 or the registration of the transmission node information in
the transmission node information storing unit 122 are not
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performed in a case where the message length of the packet is
less than the threshold set in advance.

Accordingly, when another node is notified of an increase
in the transmission node number, a short message of which
the transmission has been completed is prevented from influ-
encing the gap length set in the another computation node
200. In other words, an increase in the gap between transmit-
ted packets according to the count-up of the transmission
node number due to a short message in the transmission
source node is prevented. Accordingly, the transmission of
the message is prevented from being uselessly delayed,
whereby the transmission efficiency of the packet is
improved.

In addition, according to the parallel computer system 1 as
the example of the third embodiment described above, the
message length is included in the format of the transmission
packet, and the switch 100 determines whether to update the
transmission node number storing unit 105 based on the mes-
sage length. In addition, while the example in which the other
portion is configured to be the same as the format of the
transmission packet of the second embodiment is illustrated,
the present invention is not limited thereto. In other words, the
other portion may have a configuration that is the same as that
of the first embodiment or the modified example thereof.

(E) Fourth Embodiment

In the parallel computer system 1 as each embodiment and
the modified example thereof described above, the example
has been illustrated in which one packet transmitting unit 206
is included in the computation node 200. In this fourth
embodiment, the computation node 200 includes a plurality
of'packet transmitting units 206, and, by transmitting packets
of messages from the plurality of packet transmitting units
206, a plurality of messages can be transmitted at the same
time.

FIG. 19 is a diagram that schematically illustrates the con-
figuration of the computation node 200 of the parallel com-
puter system 1 as an example of the fourth embodiment.

As illustrated in this FIG. 19, in this fourth embodiment,
the computation node 200 includes the plurality of packet
transmitting units 206. In addition, each packet transmitting
unit 206 has a function of adding a message number (message
identification information), which specifies a message corre-
sponding to a packet, to the packet.

FIG. 20 is an exemplary diagram that schematically illus-
trates the format of the transmission packet in the parallel
computer system 1 as the example of the fourth embodiment.
The format of the transmission packet in the parallel com-
puter system 1 as the example of the fourth embodiment
includes a message number in addition to the format of the
transmission packet of the second embodiment that is illus-
trated in FIG. 15.

In a case where the computation node 200 that is a trans-
mission source node transmits a plurality of messages at the
same time, the network interface 203 transmits the messages
with numbers added thereto such that the plurality of mes-
sages transmitted at the same time can be respectively iden-
tified.

When the packet transmitted from the transmission source
node is received, the computation node 200 that is the trans-
mission destination node adds a message number that is
added to the received packet to a response packet to be
responded to the transmission source node and transmits the
resultant response packet. As the format of the response
packet, for example, a format acquired by adding the message
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number to the format of the response packet of the first
embodiment illustrated in FIG. 7 may be used.

As a method of attaching the message number, for
example, a message number starts from “0” and is counted up
(+1) every time a message transmission instruction is arrived.
In addition, when a response packet corresponding to an end
packet of one message is received from the transmission
destination node, the transmission source node reassigns the
message number attached to this response packet to a mes-
sage that is transmitted next. Accordingly, the message num-
bers can be efficiently operated.

The portion of the transmission packet other than the mes-
sage number is the same as the format of the transmission
packet of the second embodiment, and thus, the description
thereof will not be presented.

Inthe transmission source node, when the message is trans-
mitted with being divided into packets, the network interface
203 sets a message number identifying the message to each
packet.

FIG. 21 is a diagram that schematically illustrates the func-
tional configuration of the transmission node number storing
unit 105 of the parallel computer system 1 as the example of
the fourth embodiment. This transmission node number stor-
ing unit 105 includes a counter 121 and a transmission node
information storing unit 122.

In the parallel computer system 1 according to this fourth
embodiment, the transmission node information storing unit
122, as illustrated in FIG. 21, with a combination of informa-
tion specifying a transmission source node such as a node
address and a message number, information that represents
either “in the state of transmission” or “no transmission”,
which represents whether or not a packet corresponding to the
combination is transmitted, is associated.

In other words, in the fourth embodiment, packets, which
are transmitted from the same transmission source node, hav-
ing mutually different message numbers are handled as mutu-
ally different transmission node numbers. In other words, in
the port transmission unit 102 of the switch 100, packets,
which are transmitted from the same transmission source
node, having mutually different message numbers are
counted as mutually different transmission source node num-
bers.

In addition, when packets are transmitted, the transmission
control unit 104 counts up individual counters 121 in a case
where packets, which are transmitted from the same trans-
mission source node, having mutually-different message
numbers are transmitted.

The reason for this is that, in a case where a plurality of
messages are transmitted from the same transmission source
node at the same time, when the transmission route of such
messages overlap each other, a decrease in the band occurs
between such messages as in a case where a decrease in the
band occurs due to mutual overlapping (polymerization) of
messages transmitted from mutually different transmission
source nodes.

FIG. 22 is an exemplary diagram that schematically illus-
trates the format of the response packet in the parallel com-
puter system 1 as the example of the fourth embodiment.

This response packet, for example, as illustrated in FIG. 22,
includes a message number and an end flag in addition to the
response packet illustrated in FIG. 7. Information stored in
this response packet other than the message number is the
same as the above-described information included in the
packet described with reference to FIG. 7 and the like, and
thus, the detailed description thereof will not be presented.
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As the message number stored in this response packet, a
value read from the packet (transmission packet) received by
the packet receiving unit 208 is used.

When the packet is received, the transmission destination
node notifies the transmission source node of the end flag and
the message number together with the transmission node
number by transmitting a response packet of the reception of
a packet to the transmission source node.

In the transmission source node, a gap length is calculated
using Equation (1) described above based on the transmission
node number attached to the response packet. In other words,
the gap length is calculated based on the transmission node
number acquired by counting packets, which are transmitted
from the same transmission source node, having mutually
different message numbers as different transmission source
node numbers.

In the transmission source node, a space of the gap length
calculated as above is inserted between packets that are con-
secutively transmitted. Accordingly, packets are transmitted
in accordance with a gap length corresponding to a decrease
in the communication band that occurs due to a plurality of
messages transmitted from the same transmission source
node, and therefore, the occurrence of congestion can be
prevented.

The process of the port transmission unit 102 of the parallel
computer system 1 as the example of the fourth embodiment
will be described along a flowchart (Steps C10, C20, E31,
C40 to C60, E71, and E81) represented in FIG. 23. Herein-
after, since each step to which the same reference sign as the
reference sign described above represents the same process,
the description thereof will not be presented.

When a packet transmitted from the port reception unit 114
or the port reception unit 106 is received, the port transmis-
sion unit 102 stores the received packet in the buffer 103 (Step
C10).

The transmission control unit 104 checks whether or not
the packet is an end packet of a plurality of packets configur-
ing one message by checking the end flag of the packet (Step
C20).

In a case where “1” is set to this end flag, in other words, in
a case where the packet is an end packet (see the Yes route of
Step C20), the transmission control unit 104 sets “no trans-
mission” in association with the combination of the transmis-
sion source node and the corresponding message number in
the transmission node information storing unit 122. In addi-
tion, in a case where the counter 121 is included in the trans-
mission node number storing unit 105, the transmission con-
trol unit 104 causes the counter 121 to counts down (+1) the
transmission node number (Step E31) by transmitting a
count-down signal to the counter 121, and the process pro-
ceeds to Step C40.

On the other hand, in a case where “0” is set to the end flag,
in other words, in a case where the packet is not an end packet
(see the No route of Step C20), the transmission control unit
104 checks the transmission node information storing unit
122 based on the local node and the message number of the
packet (Step E71).

In a case where the combination of the local node and the
corresponding message number is set to be “in the state of
transmission” in the transmission node information storing
unit 122 (see the Yes route of Step E71), the process proceeds
to Step C40. On the other hand, in a case where the combi-
nation of the local node and the corresponding message num-
ber is as being in “no transmission” in the transmission node
information storing unit 122 (see the No route of Step E71),
the transmission control unit 104 sets “in the state of trans-
mission” in association with the combination of the local
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node and the corresponding message number in the transmis-
sion node information storing unit 122. In addition, the trans-
mission control unit 104 counts up (+1) the transmission node
number by transmitting a count-up signal to the counter 121
(Step E81). Thereafter, the process proceeds to Step C40.

As above, according to the parallel computer system 1 as
the example of the fourth embodiment, the same operations
and advantages as those of the above-described second
embodiment are acquired, and an appropriate gap can be
inserted between packets even when a plurality of messages
are transmitted from the computation node 200 of the trans-
mission source at the same time. In other words, packets,
which are transmitted from the same transmission source
node, having mutually different message numbers are
handled as mutually different transmission node numbers as a
transmission source number. In other words, in the port trans-
mission unit 102 of the switch 100, packets, which are trans-
mitted from the same transmission source node, having mutu-
ally different message numbers are counted as mutually
different transmission source node numbers as a transmission
source number.

Accordingly, in a transmission source node, a gap length
corresponding to a decrease in the communication band that
occurs due to a plurality of messages transmitted from the
same transmission source node is acquired, and packets are
transmitted at an optimal interval. Therefore, the occurrence
of congestion can be prevented.

In the fourth embodiment, as illustrated in FIG. 19, while
the network interface 203 of the computation node 200
includes a plurality of packet transmitting units 206, the
present invention is not limited thereto. Thus, various modi-
fications may be made in a range not departing from the
concept of the embodiment. For example, one computation
node 200 may include a plurality of network interfaces 203. In
such a case, instead of the message number, unique identifi-
cation information (for example, a network interface number)
is set for each network interface 203. Then, in the transmis-
sion node information storing unit 122, information of “in the
state of transmission” or “no-transmission” is set in associa-
tion with a combination of the local node and the network
interface number by using the network interface number
instead of the message number. Accordingly, implementation
can be made similar to the fourth embodiment.

(F) Fifth Embodiment

For example, while the parallel computer system 1 accord-
ing to the first embodiment illustrated in FI1G. 2 as an example
has a one-dimensional mesh network configuration in which
a plurality of the switches 100 are arranged in a one-dimen-
sional line pattern, the present invention is not limited thereto.
In other words, the parallel computer system 1 may have a
multi-dimensional network configuration.

FIG. 24 is a diagram that schematically illustrates the con-
figuration of a parallel computer system 1 as an example of a
fifth embodiment. FIG. 25 is a diagram that schematically
illustrates the hardware configuration of a switch 100
included in the parallel computer system 1.

The parallel computer system 1 illustrated in FIG. 24 has
the network configuration of an N-dimensional mesh (here,
N=2), and five-port switches 100 as illustrated in FIG. 25 are
arranged at lattice points of the network having a lattice shape
of two dimensions formed by the X and Y directions. In
addition, a computation node 200 is connected to each switch
100. Hereinafter, the X direction may be referred to as dimen-
sion X, and the Y direction may be referred to as dimensionY.
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In the example illustrated in FI1G. 24, the parallel computer
system 1 has the network configuration of a two-dimensional
lattice shape of four rows (X=1 to 4) in the X direction and
four rows (Y=1 to 4) in the Y direction and includes 16
switches 100 and 16 computation nodes 200.

Hereinafter, for the convenience of description, individual
switches 100 of the parallel computer system 1 illustrated in
FIG. 24 may be specified using X and Y coordinate values.
For example, the switch 100, to which the computation node
200 (hereinafter, it may be referred to as node A) denoted by
reference sign A is connected, positioned on the upper left
side in FIG. 24 is represented as a switch 100 (1, 4) using the
coordinates (1, 4) thereof. Similarly, the switch 100, to which
the computation node 200 (hereinafter, it may be referred to
as node F) denoted by reference sign F is connected, posi-
tioned on the lower right side in FIG. 24 is represented as a
switch 100 (4, 1) using the coordinates (4, 1) thereof. Simi-
larly, each switch 100 or each computation node 200 is speci-
fied.

In the example illustrated in FIG. 24, node B is connected
to a switch 100 (2, 4), node C is connected to a switch 100 (1,
3), node D is connected to a switch 100 (4, 4), and node E is
connected to a switch 100 (4, 3).

In the example illustrated in FIG. 24, a state is represented
in which nodes A, B, and C transmit packets to node F.

Also in the parallel computer system 1, dimension order
routing that matches the coordinates in order of X and Y as
illustrated in FIG. 12 is performed.

In this fifth embodiment, the five-port switch 100 as illus-
trated in FIG. 25 is used. In this five-port switch 100, four
network ports 101-1 to 101-4 are included.

Among such four network ports 101-1 to 1014, for
example, the network ports 101-1 and 101-2 are used for
communication in the X direction, and the network ports
101-3 and 101-4 are used for communication in the Y direc-
tion.

Accordingly, each transmission node number storing unit
105 included in the network port 101-1 or 101-2 stores infor-
mation of the transmission node number for the packet com-
munication of the X direction in the network 2. In other
words, the network ports 101-1 and 101-2 belong to the
dimension X. In addition, each transmission node number
storing unit 105 included in the network port 101-3 or 101-4
stores information of the transmission node number for the
packet communication of the Y direction in the network 2. In
other words, the network ports 101-3 and 101-4 belong to the
dimension Y.

Hereinafter, as a reference sign that represents a network
port, while one of reference signs 101-1 to 101-4 will be used
in a case where one of a plurality of the network ports needs
to be specified, reference sign 101 will be used in a case where
an arbitrary network port is to be represented. The computa-
tion node 200 is connected to the node port 110.

In FIG. 25, the configuration of each network port 101 and
the like is not illustrated for convenience. In addition, in FIG.
24, for the convenience of description, the configuration of
each switch 100 is not illustrated, and the transmission node
number storing unit 105 of only some switches 100 are illus-
trated.

Hereinafter, in FIG. 24, for example, like the switch 100 (1,
4), the transmission node number storing unit 105 illustrated
inside the switch 100 represents the transmission node num-
ber storing unit 105 included in the port transmission unit 102
of'the network port 101 used for the communication of the X
direction. In addition, like the switch 100 (4, 4), the transmis-
sion node number storing unit 105 illustrated outside the
switch 100 represents the transmission node number storing
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unit 105 included in the port transmission unit 102 of the
network port 101 used for the communication of the Y direc-
tion.

In the parallel computer system 1 according to the fifth
embodiment, in the transmission node number storing unit
105, information of the transmission source node for the
communication of the dimension to which the network port
101 included in the transmission node number storing unit
105 belongs is stored.

In addition, in the communication route of packets, in the
switch 100 in which the dimension is changed, instead of the
transmission state information of the network port 101 of the
dimension before the change, the information of the switch
100 is set in the transmission node number storing unit 105 of
the network port 101 of the dimension after the change.

Here, the change in the dimension represents a change in
the communication route to the direction of another dimen-
sion by transmitting a packet passing through the communi-
cation route of the direction of one dimension from the net-
work port 101 belonging to the one dimension to the port
transmission unit 102 belonging to another dimension in the
switch 100. For example, in a two-dimensional network 2
formed by the dimensions X and Y, it represents that the
communication route is changed to the Y direction (or the X
direction) by transmitting a packet passing through the com-
munication route of the X direction (or the Y direction) from
the network port 101 belonging to the dimension X (or the
dimension Y) to the port transmission unit 102 belonging to
another dimensionY (or dimension X) in the switch 100.

More specifically, for example, in the parallel computer
system 1 including the network 2 illustrated in FIG. 24, a
packet transmitted from node A to node F first passes through
the route of the X direction (dimension X) in order of the
switches 100 (1,4),100(2,4),100(3,4),and 100 (4, 4). Then,
the dimension is changed at the switch 100 (4, 4) to the route
of the Y direction (dimension Y). Thereafter, the packet
passes through the route of theY direction in order of switches
100 (4, 4), 100 (4, 3),100 (4, 2) and 100 (4, 1) and arrives at
node F.

Here, through the switch 100 (4, 4) to which node D is
connected, actually, a packet transmitted from node A and a
packet transmitted from node B pass. Accordingly, in the
transmission node number storing unit 105 of the network
port 101 of the X direction of the switch 100 (2, 4) to which
node B is connected, information of transmission source
nodes A and B is stored. More specifically, in the transmission
node information storing unit 122, “in the state of transmis-
sion” of each one of the transmission nodes A and B is set in
the transmission node information storing unit, and a count
value “2” is set in the counter 121. In FIG. 24, such transmis-
sion state information of the transmission source nodes A and
B, which is registered in the transmission node number stor-
ing unit 105, is represented using signs “A” and “B” specify-
ing the transmission source nodes.

Then, at the switch 100 (4, 4) to which node D is connected
in the communication route of packets transmitted from these
nodes A and B, as described above, a change in the dimension
from the X direction (first dimension) to the Y direction
(second dimension) is made. In this switch 100 (4, 4), instead
of'the transmission state information (“A” and “B” in F1G. 24)
of'the network port 101 of the dimension (X direction) before
the change, the transmission state information (“D” in FIG.
24) of the switch 100 is set in the transmission node number
storing unit 105 of the network port 101 of the dimension (Y
direction) after the change.

When this change in the dimension is made, even in a case
where the transmission state information of two or more
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transmission source nodes of the dimension before the
change is stored, in the dimension after the change, the trans-
mission state information is replaced with the transmission
state information of one computation node 200 connected to
the switch 100.

In other words, the transmission state information of two or
more transmission source nodes on the one dimension in the
network 2 is stored in the switch 100 at which a change in the
dimension is made as the transmission state information of
the computation node 200 connected to the switch 100.

In other words, in the communication route of packets, at
the switch 100 at which a change from the communication
path of the dimension X to the communication path of the
dimension Y is made, instead of the transmission state infor-
mation on the communication path of the dimension X before
the change, the transmission state information of the compu-
tation node 200 (4, 4) of the network port 101 corresponding
to the dimension Y after the change is stored in the transmis-
sion node number storing unit 105.

Hereinafter, the replacement of the transmission state
information of two or more transmission source nodes of the
direction of the one dimension with the transmission state
information of the computation node 200, which is connected
to the switch 100, of the direction of another dimension in
accordance with a change in the dimension in the switch 100
will be referred to as being “settled” or “converted”.

For example, in the switch 100 (4, 4), the transmission state
information of nodes A and B is settled to be the transmission
state information of node D having the same address of the’ Y
dimension as that of nodes A and B so as to be stored.

Similarly, also in the switch 100 (4, 3) to which node E is
connected, the transmission state information representing
the transmission source node C of the dimension of the X
direction is settled to be the transmission state information
representing node E. In addition, through this switch 100 (4,
3), in the route of the Y direction, a packet output from the
switch 100 (4, 4) passes as well. Accordingly, in the trans-
mission node number storing unit 105 of the switch 100 (4, 3),
the transmission state information representing node D is also
stored. In other words, in the transmission node number stor-
ing unit 105 of the switch 100 (4, 3), the transmission state
information of nodes D and E is stored.

FIG. 26 is a diagram that schematically illustrates an
example of the format of the transmission node number that is
stored in a transmission packet of the parallel computer sys-
tem 1 as the example of the fifth embodiment.

In this fifth embodiment, the transmission node number
stored in the packet, as illustrated in FIG. 26, includes a
transmission node number of the dimension X and a trans-
mission node number of the dimension Y.

In the switch 100 of this fifth embodiment, each network
port 101 stores the transmission state information of the trans-
mission source node of the direction of the dimension to
which the network port 101 belongs in the transmission node
number storing unit 105. In addition, in a case where the
counter 121 is included in the transmission node number
storing unit 105, the transmission node number of the trans-
mission node of the direction of the dimension to which the
network port 101 belongs is stored in the counter 121. In other
words, the transmission state information is stored in the
transmission node number storing unit 105 for each dimen-
sion.

The network interface 203 of the remote node that has
received the packet directly writes the transmission node
number of the received packet into a response packet and
returns the response packet to the local node.
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Then, in the network interface 203 ofthe local node that has
received the response packet, the gap control unit 207 calcu-
lates a transmission node number as a value acquired by
withdrawing the number of changes of the packet in the
dimension on the route from the transmission source node to
the transmission destination node from a sum of the transmis-
sion node numbers of respective dimensions that are read
from the packet. In other words, in the example illustrated in
this fifth embodiment, the transmission node number is cal-
culated based on the following Equation (2).

Transmission Node Number=(Transmission Node
Number of Dimension X)+(Transmission Node
Number of Dimension ¥)-(Number of Changes
in Dimension)

@

In addition, between the local node address and the remote
node address, values of respective dimensions are compared
with each other, and the number of dimensions having mutu-
ally different values may be used as the number of changes of
the packet in dimension.

In addition, in the parallel computer system 1, the trans-
mission route of a packet is determined based on a combina-
tion of the transmission source node and the transmission
destination node. Accordingly, based on the combination of
the transmission source node and the transmission destination
node, “the number of times of moving beyond the dimension”
on the communication route can be easily acquired. In addi-
tion, between the local node address and the remote node
address, values of respective dimensions are compared with
each other, and the number of dimensions having mutually
different values may be regarded as the number of times of
moving beyond the dimension.

The gap control unit 207 calculates a gap length based on
the following Equation (3) by using the transmission node
number calculated using Equation (2) described above.

Gap Length=Packet Sizex(Transmission Node Num-
ber-1)xa

3

Here, o is a parameter (here, a>1), and the gap length is
adjusted by multiplying the predetermined parameter o. This
is for correcting a case where the transmission node number
does not coincide with an actual value in a part of the area of
the network 2 as below in accordance with the technique used
for this fifth embodiment.

For example, in the example illustrated in FIG. 24, in the
switch 100 (0, 4) to which node A is connected and the switch
100 (2, 4) to which node B is connected, the transmission
node number of the X direction is 2, and the transmission
node number ofthe Y direction is 2. In addition, in the switch
100 (4, 4), the dimension is changed once from the X direc-
tion to the Y direction. Accordingly, based on Equation (2)
described above, it is acquired that the transmission node
number=2+2-1=3.

Node F that has received a packet transmits a response
packet in which this transmission node number of “3” is
stored to nodes A and B.

This transmission node number of “3”, in the example
illustrated in FIG. 24, coincides with the number of nodes
(three nodes A, B, and C) that actually transmit packets to
node F.

Meanwhile, in the switch 100 (1, 3) to which node C is
connected, the transmission node number of the X direction is
“17, and the transmission node number of the Y direction is
“2”. In addition, in the switch 100 (4, 3), the dimension is
changed once from the X direction to the Y direction. Accord-
ingly, based on Equation (2) described above, it is acquired
that the transmission node number=1+2-1=2.
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Node F that has received a packet transmits a response
packet in which this transmission node number of “2” is
stored to nodes A and B.

This transmission node number of “2”, in the example
illustrated in FIG. 24, does not coincide with the number of
nodes (three nodes A, B, and C) that actually transmit packets
to node F and is smaller than the actual transmission node
number.

As above, in the parallel computer system 1 as the example
of'this fifth embodiment, in the route, when packets are trans-
mitted from a plurality of nodes positioned at addresses of
which the dimensions are different from each other, there is a
case where the transmission node number is smaller than the
actual value. However, by storing the transmission state infor-
mation of only a dimension to which the network port 101
belongs in the transmission node number storing unit 105, the
required capacity of a storage unit used as the transmission
node number storing unit 105 can be markedly reduced.

In other words, by storing only the transmission state infor-
mation of the dimension to which the network port 101
belongs in a limited manner, a capacity capable of storing N
units of the transmission state information may be provided in
the storage unit, and the manufacturing cost can be reduced.
In contrast to this, for example, in the case of a two-dimen-
sional mesh or a torus in which the node number of each
dimension is N, in order to store the transmission state infor-
mation of all the nodes, a capacity for storing the NxN units
of the transmission state information is required for each
network port 101 as a capacity of the storage unit, and the
manufacturing cost is high.

The process of the port transmission unit 102 of the parallel
computer system 1 as the example of the fifth embodiment
configured as described above will be described along a flow-
chart (Steps C10, F20, and C30 to C80) represented in FIG.
27. Hereinafter, since each step to which the same reference
sign as the reference sign described above represents the same
process, the description thereof will not be presented.

When a packet transmitted from the port reception unit 114
or the port reception unit 106 is received, the port transmis-
sion unit 102 stores the received packet in the buffer 103 (Step
C10).

The transmission control unit 104 checks the transmission
node information storing unit 122 based on the local node of
the packet (Step F20). In other words, it is checked whether or
not the local node is set to be “in the state of transmission” in
the transmission node information storing unit 122 and the
packet is an end packet.

In a case where the local node is set to be “in the state of
transmission” in the transmission node information storing
unit 122, and the packet is an end packet (see the Yes route of
Step F20), the process proceeds to Step C30.

On the other hand, when it is not the case where the local
node is set to be “in the state of transmission” in the trans-
mission node information storing unit 122, and the packet is
not an end packet (see the No route of Step F20), the process
proceeds to Step C70.

As above, according to the parallel computer system 1 as
the example of the fifth embodiment, not only the same opera-
tions and advantages as those of the second embodiment
described above are acquired, but also, in a case where the
N-dimensional mesh network configuration is employed, by
storing the transmission state information of only a dimen-
sion to which the network port 101 belongs in the transmis-
sion node number storing unit 105, the required capacity of
the storage unit used as the transmission node number storing
unit 105 can be reduced.
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In other words, by storing only the transmission state infor-
mation of the dimension to which the network port 101
belongs in a limited manner, the manufacturing cost can be
reduced.

(G) Sixth Embodiment

In the parallel computer system 1 as an example of each
embodiment or a modified example thereof described above,
the transmission destination node that has received a trans-
mission packet transmits a response packet including the
transmission node number to the transmission source node as
a response.

In the parallel computer system 1 as the example of this
sixth embodiment, the switch 100 transmits the response
packet including the transmission node number to the trans-
mission source node as a response. In other words, in the
parallel computer system 1 as the example of this sixth
embodiment, the switch 100 includes the function of a trans-
mission node number transmitting unit 23.

More specifically, in the port transmission unit 102 of the
switch 100, the transmission control unit 104 compares the
transmission node number of the packet and the transmission
node number of the port stored in the transmission node
number storing unit 105 with each other.

Then, in a case where the transmission node number stored
in the transmission node number storing unit 105 is larger
than the transmission node number of the packet, the trans-
mission control unit 104 generates a response packet in which
the transmission node number of the port is written and
returns the generated response packet to the local node of the
packet.

Here, the format and the generation technique of the
response packet may be realized by using the same technique
as that of the first embodiment, and the detailed description
thereof will not be presented.

The process of the port transmission unit 102 of the parallel
computer system 1 as the example of the sixth embodiment
will be described along a flowchart (Steps C10 to C50, G51,
and C60 to C80) represented in FIG. 28. Hereinafter, since
each step to which the same reference sign as the reference
sign described above represents the same process, the
description thereof will not be presented.

The transmission control unit 104 (comparison unit 13)
compares the transmission node number managed by the
transmission node number storing unit 105 and the transmis-
sion node number stored in the packet with each other (Step
C40). As a result of this comparison, in a case where the
transmission node number managed by the transmission node
number storing unit 105 is larger than the transmission node
number of the packet (see the Yes route of Step C40), the
transmission control unit 104 overwrites the value of the
transmission node number of the packet with the transmission
node number of the transmission node number storing unit
105 (Step C50).

The transmission control unit 104 generates a response
packet based on the overwritten transmission node number of
the packet. Then, the transmission control unit 104 transmits
atransmission request to the port transmission unit 102 of the
network port 101 that is the transmission source. When a
transmission permission is received from the port transmis-
sion unit 102 as a response, the transmission control unit 104
transmits the response packet (Step G51).

Thereafter, the transmission control unit 104 transmits a
transmission request to the network port 101 of another
switch 100 that is connected thereto. Then, when a transmis-
sion permission is received from the network port 101 as a
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response, the transmission control unit 104 transmits a packet
to the corresponding network port 101 (Step C60), and the
process ends.

In addition, in the network interface 203 of the local node
that has received the response packet, similar to the first
embodiment, the transmission node number is transmitted to
the gap control unit 207, and the packet transmitting unit 206
is controlled so as to insert a gap.

As above, according to the parallel computer system 1 as
the example of the sixth embodiment, in the switch 100, when
the transmission node number increases at the time of trans-
mitting a packet, a response packet is generated and is
returned to the transmission source node. Accordingly, com-
pared to a case where a response packet is returned from the
transmission destination node, the transmission source node
is notified of the communication state of the network 2 in a
speedy manner, and packet transmission at an optimal gap
length can be performed. In other words, the communication
state of the network 2 can be reflected on the transmission
source node in a speedy manner.

In addition, in the parallel computer system 1 as the
example of the sixth embodiment described above, the switch
100 returning the response packet to the transmission source
node may be configured to be limited to a specific switch 100.
Accordingly, the influence of an increase in the network traf-
fic or the like that may occur due to the transmission of the
response packets from all the switches 100 can be reduced.

In addition, it is preferable that the switch 100 having the
function of returning the response packet is limited to a switch
100 on which the communication is predicted to be concen-
trated such as a switch positioned at the center in a case where
the topology of the network 2 is a mesh.

(H) Seventh Embodiment

FIG. 29 is a diagram that schematically illustrates the con-
figuration of a computation node 200 of a parallel computer
system 1 as an example of a seventh embodiment.

As illustrated in FIG. 29, the computation node 200 of the
seventh embodiment has the same configuration as that of the
computation node 200 of the first embodiment except that a
plurality of control units 205 are included. Hereinafter, in the
drawings, like reference signs denote like portions, and
detailed description thereof will not be presented.

In the parallel computer system 1 according to this seventh
embodiment, data transmitted from each node 200 is trans-
mitted and received in a state being divided into packets. In
addition, the length of this packet may be appropriately set
and may be appropriately set as a fixed length or a variable
length.

In the parallel computer system 1 as the example of the
seventh embodiment, each control unit 205 that has received
a message transmission instruction from the processor 201
generates a packet and transmits the generated packet to the
packet transmitting unit 206.

In a case where the processor 201 makes a plurality of
message transmission instructions, and the plurality of con-
trol units 205 transmit packets to the packet transmitting unit
206, the packet transmitting unit 206 transmits the packets in
a time-divisional manner.

FIG. 30 is an exemplary diagram that schematically illus-
trates the format of the transmission packet in the parallel
computer system 1 as the example of the seventh embodi-
ment. The format of the transmission packet of the parallel
computer system 1 as the example of the seventh embodiment
includes a start flag in addition to the format of the transmis-
sion packet of the second embodiment illustrated in FIG. 15.
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The other portion of the transmission packet is the same as the
above-described information included in the packet
described with reference to FIG. 15 and the like, and thus, the
detailed description thereof will not be presented.

Hereinafter, in the drawings, like reference signs denote
like portions, and detailed description thereof will not be
presented.

In the transmission source node, when a message is trans-
mitted with being divided into a plurality of packets, the
network interface 203 sets the start flag, for example, to “1”
for a start packet. On the other hand, for packets other than the
start packet, “0” is set to each start flag. Such “1” of the start
flag corresponds to start identification information that rep-
resents that the packet (divided data) is a start packet.

The setting of “0” or “1” to the start flag, for example, may
be performed either by the control unit 205 or by the packet
transmitting unit 206.

FIG. 31 is a diagram that illustrates the configuration of the
transmission node number storing unit 105 of the parallel
computer system 1 as the example of the seventh embodi-
ment. The transmission node number storing unit 105 of the
parallel computer system 1 as the example of the seventh
embodiment illustrated in FIG. 31 is acquired by excluding
the transmission node number storing unit 105 from the trans-
mission node number storing unit 105 of'the first embodiment
and includes only a counter 121.

In the switch 100 including the transmission node number
storing unit 105 as the seventh embodiment, the counter 121
changes the count value based on a count-up signal or a
count-down signal transmitted from the transmission control
unit 104.

When a packet (start packet) for which “1” is set to the start
flag is transmitted to another switch 100, the transmission
control unit 104 causes the counter 121 to perform count-up
by transmitting a count-up signal to the counter 121.

In addition, when an end packet for which “1” is set to the
end flag is transmitted, the transmission control unit 104
causes the counter 121 to perform count down by transmitting
a count-down signal to the counter 121.

The timing of the count-up or count-down of the counter
121 is not limited thereto, and various modifications can be
made. For example, when a start packet is received by the port
reception unit 106, the reception control unit 108 may cause
the counter 121 to perform count up by transmitting a count-
up signal to the counter 121.

Similarly, when an end packet is received by the port recep-
tion unit 106, the reception control unit 108 may cause the
counter 121 to perform count down by transmitting a count-
down signal to the counter 121.

The process of the network interface 203 of the computa-
tion node 200 as the transmission source node in the parallel
computer system 1 as the example of the seventh embodiment
configured as described above will be described along a flow-
chart (Steps H10 to H100) illustrated in FIG. 32.

The control unit 205 receives a message transmission
instruction from the processor 201 (Step H10). The control
unit 205 checks whether or not the message transmission
instruction is an instruction for the transmission of data stored
in the main storage device 202 by checking the message
transmission instruction (Step H20). As a message transmis-
sion instruction for the instruction of the transmission of the
data stored in the main storage device 202, for example, there
is a Put request. In addition, as a message transmission
instruction not for the transmission of the data stored in the
main storage device 202, for example, there is a Getrequest or
a simple command transmission.
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In a case where the message transmission instruction is for
the transmission of data to a remote node (see the Yes route of
Step H20), the control unit 205 divides target data and gen-
erates an address of the main storage device 202 and the data
length of data to be transmitted in one packet. The control unit
205 causes the DMA controller 204 to read the data to be
transmitted from the main storage device 202 by transmitting
the generated information to the DMA controller 204 (Step
H30).

The control unit 205 generates a packet to be transmitted
based on the message transmission instruction transmitted
from the processor 201 (Step H40). For example, in a case
where data transmission is performed, a packet is generated
by combining the data read by the DMA controller 204 and a
header that is generated based on the information acquired
from the message transmission instruction and the like. On
the other hand, in a case where the message transmission
instruction is not for the transmission of data (see the No route
of Step H20), a packet to be transmitted is generated based on
the message transmission instruction.

Thereafter, the control unit 205 checks that the generated
packet is a start packet of a message, and the other control
units 205 are not in the state of transmission of packets (Step
H50).

In a case where the generated packet is a start packet of a
message, and the other control units 205 are not in the state of
transmission of packets (see the Yes route of Step H50), the
start flag of the packet is enabled (Step H60). For example,
“1” is set to the start flag. Then, the control unit 205 transmits
the packet using the packet transmitting unit 206 (Step H70).

On the other hand, in a case where the generated packet
does not satisfy the condition of being a start packet of a
message and the other control units 205 being not in the state
of transmission of packets (see the No route of Step H50),
next, it is checked whether or not the packet is an end packet,
and the start flag of the start packet of the same message is set
to be enabled (Step H90).

In a case where the condition of the packet being an end
packet and the start flag being set to be enabled in the same
message is not satisfied (see the No route of Step H90), the
process proceeds to Step H70.

On the other hand, in a case where the condition of the
packet being an end packet and the start flag being set to be
enabled in the same message is satisfied (see the Yes route of
Step H90), the end flag of the packet is enabled. In other
words, for example, “1” is set to the end flag (Step H100).
Thereafter, the process proceeds to Step H70.

Then, the control unit 205 checks whether or not the packet
is an end packet (Step H80). In a case where the packet is not
an end packet (see the No route of Step H80), the process is
returned to Step H20. On the other hand, in a case where the
packet is an end packet (see the Yes route of Step H80), the
process ends.

Next, the process of the port transmission unit 102 of the
parallel computer system 1 as the example of the seventh
embodiment will be described along a flowchart (Steps C10,
J11,J12, and C20 to C60) represented in FIG. 33. Hereinafter,
in FIG. 33, since each step to which the same reference sign
as the reference sign described above represents the same
process, the description thereof will not be presented.

When a packet transmitted from the port reception unit 114
or the port reception unit 106 is received, the port transmis-
sion unit 102 stores the received packet in the buffer 103 (Step
C10).

The transmission control unit 104 checks whether or not
the packet is a start packet by checking the start flag of the
received packet (Step J11). As a result of this checking pro-
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cess, in a case where the packet is a start packet (see the Yes
route of Step J11), the transmission control unit 104 counts up
(+1) the count value by transmitting a count-up signal to the
transmission node number storing unit 105 (counter 121)
(Step J12). Thereafter, the process proceeds to Step C40.

On the other hand, in a case where the packet is not a start
packet (see the No route of Step J11), the process proceeds to
Step C20.

As above, according to the parallel computer system 1 as
the example of the seventh embodiment, the same operations
and advantages as those of the above-described second
embodiment are acquired, and, in the switch 100, the trans-
mission node number storing unit 105 includes only the
counter 121, and the transmission node number is managed
based on the count value.

Accordingly, a storage area for storing the transmission
node state information like the transmission node information
storing unit 122 does not need to be prepared, and the required
capacity of the storage unit used as the transmission node
number storing unit 105 can be reduced. Accordingly, the
manufacturing cost can be reduced.

In addition, the transmission flag and the end flag are
included in the transmission packet. In a case where one
transmission source node transmits a plurality of messages in
atime divisional manner, by enabling the start flag and the end
flag only for one message, the transmission node number can
be accurately counted, whereby the reliability can be
improved.

(D) Others

The present invention is not limited to the embodiments
described above, but various changes can be made therein in
a range not departing from the concept of the present inven-
tion.

In addition, as each embodiment of the present invention is
disclosed, the present invention can be performed by those
skilled in the art.

Congestion control matching the communication state of a
communication route can be efficiently realized.

All examples and conditional language recited herein are
intended for the pedagogical purposes of aiding the reader in
understanding the invention and the concepts contributed by
the inventor to further the art, and are not to be construed
limitations to such specifically recited examples and condi-
tions, nor does the organization of such examples in the
specification relate to a showing of the superiority and infe-
riority of the invention. Although one or more embodiments
of the present inventions have been described in detail, it
should be understood that the various changes, substitutions,
and alterations could be made hereto without departing from
the spirit and scope of the invention.

What is claimed is:

1. A computer system comprising:

a plurality of communication control devices;

a plurality of computation nodes of transmission sources
that transmit data through the communication control
devices; and

a plurality of computation nodes of transmission destina-
tions that receive data through the communication con-
trol devices,

wherein each of the plurality of computation nodes of the
transmission source:

transmits data to the computation node of the transmission
destination; and
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adjusts an interval between data transmitted based on a
transmission node number included in received control
data,

wherein each of the plurality of communication control
devices:

inputs the data transmitted by the computation node of the
transmission source;

outputs data to be transmitted to the computation node of
the transmission destination;

stores the transmission node number representing the num-
ber of the computation nodes transmitting data through
the communication control device into a transmission
node number storing unit;

updates the transmission node number stored in the trans-
mission node number storing unit in a case where the
communication control device outputs data;

compares a transmission node number included in the data
input and the transmission node number stored in the
transmission node number storing unit with each other;
and

overwrites the transmission number included in the data
output with the transmission node number stored in the
transmission node number storing unit in a case where
the transmission node number stored in the transmission
node number storing unit is larger than the transmission
node number included in the data input as a result of the
comparison, and

wherein each of the plurality of computation nodes of the
transmission destination transmits the control data
including the transmission node number included in the
received data to the computation node of the transmis-
sion source.

2. The computer system according to claim 1, wherein the

communication control device further:

compares a data size that is the size of the data input and a
threshold set in advance with each other; and

suppresses an update of the transmission node number
stored in the transmission node number storing unit
when the communication control device outputs the data
in a case where the data size is less than the threshold as
the result of the comparison.

3. The computer system according to claim 1,

wherein the computation node of the transmission source
generates a plurality of divided data pieces, and

wherein the communication control device updates the
transmission node number stored in the transmission
node number storing unit in a case where the communi-
cation control device outputs a start data piece out of the
plurality of generated data pieces.

4. The computer system according to claim 3,

wherein the computation node of the transmission source
adds start identification information that represents a
start to the start data piece out of the plurality of divided
data pieces, and

wherein the communication control device updates the
transmission node number stored in the transmission
node number storing unit in a case where the data piece
to which the start identification information is added is
output.

5. The computer system according to claim 1,

wherein the computation node of the transmission source
generates a plurality of divided data pieces, and

wherein the communication control device decreases the
transmission node number stored in the transmission
node number storing unit in a case where the communi-
cation control device outputs an end data piece out of the
plurality of generated data pieces.
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6. The computer system according to claim 5,

wherein the computation node of the transmission source
adds end identification information that represents an
end to an end data piece of the plurality of data pieces
together with generating the plurality of divided data
pieces, and

wherein the communication control device decreases the

transmission node number stored in the transmission
node number storing unit in a case where the communi-
cation control device outputs the data piece to which the
end identification information is added.

7. The computer system according to claim 1, wherein the
communication control device decreases the transmission
node number stored in the transmission node number storing
unit in a case where a predetermined time elapses after the
transmission node number stored in the transmission node
number storing unit is increased.

8. The computer system according to claim 1,

wherein the communication control device includes a

transmission node information storing unit that stores
transmission node information representing a computa-
tion node that is in the state of transmitting data through
the communication control device, and

wherein, in a case where the communication control device

outputs data, the communication control device refers to
the transmission node information storing unit and,
when the computation node of the transmission source
of the data output by the communication control device
is not included in the transmission node information,
adds the computation node of the transmission source of
the data in the transmission node information and
updates the transmission node number stored in the
transmission node number storing unit.

9. The computer system according to claim 8,

wherein, in a case where a plurality of data pieces corre-

sponding to a plurality of messages are transmitted, the
computation node of the transmission source adds mes-
sage identification information that identifies a corre-
sponding message to the plurality of data pieces corre-
sponding to the plurality of messages,

wherein the transmission node information storing unit

stores transmission node information for each message
identification information, and

wherein, in a case where the communication control device

outputs data, the communication control device updates
the transmission node number stored in the transmission
node number storing unit for each message identifica-
tion information.

10. The computer system according to claim 1,

wherein a communication network that connects the com-

munication control devices, the computation nodes of
the transmission sources, and the computation nodes of
the transmission destinations has a multi-dimensional
network configuration connecting communication paths
of multiple dimensions,

wherein the transmission node number storing unit stores

the transmission node number in association with each
dimension, and

wherein the communication control device of the commu-

nication control device that is disposed on a communi-
cation path from the computation node of the transmis-
sion source to the computation node of the transmission
destination and performs a transfer from a communica-
tion path of one dimension to a communication path of
another dimension stores the number of the computation
nodes connected to the communication control device as
a transmission node number corresponding to the
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another dimension after the transfer being set instead of
the transmission node number of the communication
path of the one dimension before the transfer.

11. A method of controlling a communication control
device comprising:

inputting data transmitted by a computation node of a

transmission source that transmits data through the com-
munication control device;

outputting data to be transmitted to a computation node of

atransmission destination that receives data through the
communication control device;

storing a transmission node number representing the num-

ber of the computation nodes transmitting data through
the communication control device into a transmission
node number storing unit;

updating updates the transmission node number stored in

the transmission node number storing unit in a case
where the data is output to the computation node of the
transmission destination;

comparing a transmission node number included in the

data input and the transmission node number stored in
the transmission node number storing unit with each
other; and

overwriting the transmission number included in the data

output with the transmission node number stored in the
transmission node number storing unit in a case where
the transmission node number stored in the transmission
node number storing unit is larger than the transmission
node number included in the data input as a result of the
comparing.

12. A method of controlling a computer system that
includes a plurality of communication control devices, a plu-
rality of computation nodes of transmission sources that
transmit data through the communication control devices,
and a plurality of computation nodes of transmission desti-
nations that receive data through the communication control
devices, the method comprising:

transmitting data to the computation node of the transmis-

sion destination using a data transmitting unit included
in the computation node of the transmission source;
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adjusting an interval between data transmitted by the data
transmitting unit based on the transmission node number
included in received control data using an adjustment
unit included in the computation node of the transmis-
sion source and inputting the data transmitted by the
computation node of the transmission source using an
input unit included in the communication control
device;

outputting data to be transmitted to the computation node
of the transmission destination using an output unit
included in the communication control device when a
transmission node number storing unit included in the
communication control device stores the transmission
node number representing the number of the computa-
tion nodes transmitting data through the communication
control device;

updating the transmission node number stored by the trans-
mission node number storing unit using an update pro-
cessing unit included in the communication control
device in a case where the output unit outputs data;

comparing a transmission node number included in the
data input by the input unit and the transmission node
number stored by the transmission node number storing
unit with each other using a comparison unit included in
the communication control device; and

overwriting the transmission number included in the data
output by the output unit with the transmission node
number stored by the transmission node number storing
unit using an overwriting unit included in the commu-
nication control device in a case where the transmission
node number stored by the transmission node number
storing unit is larger than the transmission node number
included in the data input by the input unit as a result of
the comparison performed by the comparison unit; and

transmitting the control data including the transmission
node number included in the received data to the com-
putation node of the transmission source using a control
data transmitting unit included in the computation node
of the transmission destination.
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